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Foreword
It gives me great pleasure to announce to researchers in
the University of Bahrain and in all Arab Universities
that JAAUBAS is now endorsed among Elsevier and
B.V. Publication. Your contribution to JAAUBAS can
now be submitted directly through the journal website
using http://www.ees.elsevier.com/jaaubas.

The University of Bahrain and the Society of Colleges of Sciences in Arab
Universities, who are members of Association of Arab Universities, are
equally funding the endorsement of JAAUBAS under Elsevier publications.

JAAUBAS is a scientific journal that aims to publish original scientific
research. This will assist researchers from Arab and foreign universities and
institutions to make their findings internationally visible and available.

This volume is the 10" issue and contains 7 articles, by researchers from
various universities and institutions from Bahrain, Egypt, Libya, Palestine and
Malaysia.

Articles that were published in volume 9 and the forthcoming issues of
JAAUBAS will be available on line through Elsevier and are retrievable using
Science Direct. Researchers are encouraged to publish their work in
JAAUBAS and cite JAAUBAS articles in their publications. Consequently,
after some time, JAAUBAS will get its impact factor, and then, published
work through JAAUBAS will be picked up by scientific data basis such as
Scopus.

Scientific research is a key issue in the university ranking and it will improve
the ranking of Arab Universities and meet the demand for high class
knowledge. Looking forward to receiving your contributions to JAAUBAS.

Dr Haifa Al Maskati
Editor-in-Chief, JAAUBAS
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ORIGINAL ARTICLE

Assemblages of macro-fauna associated with two
seagrass beds in Kingdom of Bahrain: Implications
for conservation

Khalil Al-Wedaei *, Humood Naser **, Hashim Al-Sayed *, Abdulqader Khamis "

& Department of Biology, College of Science, University of Bahrain, P.O. Box 32038, Bahrain
® Public Commission for the Protection of Marine Resources, Environment and Wildlife, P.O. Box 32657, Bahrain

Available online 21 July 2011

KEYWORDS Abstract Seagrass ecosystems in Bahrain contribute significantly to the productivity of local fisheries
and provide food sources and nursery grounds for vulnerable species. However, these ecosystems are
under continuous threats from anthropogenic pressures, including reclamation and dredging, indus-
Salinity; trial effluents, domestic discharges, and brine water from desalination plants. Surveying seagrass beds
Coastal developments; and associated macro-fauna is required to contribute to management and conservation effort of these
Bahrain sensitive ecosystems. Macrobenthic assemblages were sampled from two seagrass beds off the western
and eastern coasts of Bahrain that are subjected to different environmental conditions. Differences in
structure and composition among the assemblages between the two sampling sites were detected. The
western site was numerically dominated by crustaceans, while molluscs were the dominant group in
the eastern site. Salinity and sediments were the main environmental factors responsible for explaining
44% of the community patterns in the study areas. Seagrass cover was 95 + 3.6% and 78 £+ 7.4% for
the western and eastern sites, respectively. Implications of this study may allow better decisions to be

made concerning the conservation of seagrass ecosystems in Bahrain.
© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

Seagrass conservation;
Macrobenthos;

1. Introduction

Seagrass meadows are highly productive ecosystems that pro-
* Corresponding author. vide important ecological functions and economic services
E-mail address: hnaser@sci.uob.bh (H. Naser). (Sheppard et al., 1992; Duarte, 2002; Duffy, 2006). Ecologically,
seagrass ecosystems provide food sources and function as nurs-
ery grounds for threatened species such as turtles and dugongs
(Price et al., 1993; Preen, 2004). They can also improve water
Peer review under responsibility of University of Bahrain. quality by stabilizing loose sediment and by ﬁltering some pouu-
doi:10.1016/j.jaubas.2011.06.004 tants out of the water (Duffy, 2006). Economically, they contrib-
ute significantly to the productivity of local fisheries (Vousden,
1995; Abdulgader, 1999).

~ Production and hosting by Elsevier Despite the important of these habitats, seagrass ecosystems
ELSEVIER are presently experiencing global decline primarily because of

1815-3852 © 2011 University of Bahrain. Production and hosting by
Elsevier B.V. All rights reserved.
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human disturbances, such as direct destruction of physical hab-
itat, interference with the biological functions associated with
seagrass beds, overexploitation, eutrophication and pollution
(Erftemeijer and Lewis, 2006; Airoldi and Beck, 2007; Burkholder
et al., 2007; Cabaco et al., 2008). In some parts of the world such
as Bahrain, coastal and marine environments are the prime
target for most of the major housing, recreational, economic
and industrial developments (Naser et al., 2008). Reclamation
and dredging activities may contribute directly or indirectly to
the loss of seagrass beds, due to direct physical removal and
burial, and the increase in turbidity levels (Zainal et al., 1993).
Additionally, several land-based activities in the region affect
the quality of coastal and marine environments, including indus-
trial effluents, domestic discharges and brine water discharged by
desalination plants. These activities are continuing threats for
seagrass ecosystems in Bahrain. Therefore, there is a concern
that the productivity of Bahraini coastal and marine environ-
ments could be affected by reduced functioning of seagrass eco-
systems due to human-induced pressures (Abdulgader, 2001).
While efforts are being made to conserve seagrass ecosystems
in Bahrain by establishing marine protected areas (Al-Zayani,
2003), there is still relatively little understanding of the role of
seagrass habitat for associated plant, invertebrate, and fish
communities. Therefore, baseline surveys of seagrass beds and
associated macro-faunal assemblages are necessary to manage
and conserve these fragile ecosystems (Naser, 2010). This study
aims to characterize the community structure of macrobenthic
assemblages associated with two seagrass beds located off the
western and eastern coasts of Bahrain, and to explore the
implications of conserving such beds in the light of the increased
human pressure on the coastal and marine environments.

2. Materials and methods
2.1. Study area and sites selection

Seagrass beds are distributed along the southeast coast, and
along the west coast of Bahrain (Vousden, 1995). Seagrasses
in Bahrain are represented by three species, Halodule uniner-
vis, Halophila stipulacea and Halophila ovalis (Phillips, 2003).
Two subtidal seagrass beds were selected off the west (N
26°05.564, E 50°26.528) and east (N 26°00.840, E 50°43.124)
coastlines of Bahrain (Fig. 1). The selected sites were of rela-
tively comparable depths with approximate averages of 5 and
4 m for the western and eastern sites, respectively. At each site,
a | km? sampling area was established and divided into nine sta-
tions at the intercepts points with a distance of 500 m between
each one. This grid sampling design was adopted in order to
investigate the spatial distribution of macrobenthic assem-
blages. The sampling was conducted in August 2006.

2.2. Measurement of environmental parameters

Environmental parameters including depth (m), water temper-
ature (°C), salinity (psu), pH, dissolved oxygen (mgl1~") and
water transparency (m) were measured at each station using
GARMIN FishFinder 240, glass thermometer, refractometer
(Atago F/mill8901), Radiometer model pH 82, dissolve oxygen
meter (Eil 7130) and Secchi disc, respectively. Measurements
were taken at a depth of approximately 1 m below water
surface.

2.3. Percentage cover of seagrass

Quadrats were photographed to estimate percentage cover sea-
grass non-destructively (Montefalcone, 2009). A quadrat
(1 m?) was deployed in each station by SCUBA diving and still
photographs were taken. Percentage cover of seagrass at each
station was calculated from five photo-quadrats using Image J
1.41 software. The mean percentage cover for the two sites was
subsequently determined.

2.4. Sampling and treatment of macrobenthic invertebrates

Sediment samples were collected using hand-operated Van
Veen grab (0.0675 m?). In each station, four grabs were col-
lected; three replicates for macroinvertebrates and one grab
for organic content and grain size analysis of sediment. Macr-
oinvertebrate samples were sieved in situ through a 1 mm sieve
using seawater, transferred into labelled polyethylene bags,
and stored under ice. At the laboratory, faunal samples were
fixed using buffered formalin (4%) stained with Rose Bengal,
and subsequently preserved using 70% ethanol. Organisms
were sorted according to their taxonomic groups, counted
and identified to the lowest possible taxonomic level using rel-
evant identification guides (Jones, 1986; Green, 1994; Bosch
et al., 1995; Richmond, 2002; Wehe and Fiege, 2002).

2.5. Sediment grain size analysis

The analysis of sediment particle size was carried out following
Holme and Mclntyre (1984), and involved sieving 50 g of
homogenized sediment through a series of sieves on a mechan-
ical sieve shaker (KARL KOLB). The weight of sediment frac-
tion retained in each sieve was obtained and median particle
size was determined. Another subsample of the homogenized
sediment was used to determine the organic content by incin-
erating a known weight at a temperature of 550 °C for 12 h.

2.6. Statistical analysis

Univariate and multivariate analyses were employed to test for
differences between the two sites. Ecological indices such as
diversity index of Shannon—Wiener, Margalef’s index of rich-
ness and Pielou’s index of evenness were calculated. The spa-
tial variation of macrobenthic assemblages was analysed by
multidimensional scaling (MDS) based on Bray—Curtis dissim-
ilarity index using square root transformed data. Environmen-
tal variables were analyzed based on Euclidean distance
similarity measure. Environmental variables best correlated
with patterns of macrobenthic assemblages were identified
using Spearman coefficient (BIO-ENV analysis). Tests were
performed using PRIMER® v 6 (Clarke and Gorley, 2006),
and differences between the two sites were tested by one-way
ANOVA using MINTAB v 12 statistical packages.

3. Results
3.1. Environmental parameters
There was a significant difference in salinity levels between

western and eastern sites (55.1 = 0.2 and 45.0 £+ 0.0 psu for
western and eastern sites, respectively (P < 0.001). Relatively
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Figure 1

comparable depths were detected in both selected seagrass
beds (5.3 = 1.9 and 3.9 £ 1.0 m for western and eastern sites,
respectively). Sediments on both sites were categorized as med-
ium sand. Although no significant difference was detected, sed-
iment of western site was relatively finer (g = 1.47 £ 0.7)
than the eastern one (@ = 1.13 + 0.4) (Table 1).
Non-parametric multi-dimensional scaling (MDS) (Fig. 2)
for the environmental parameters revealed that eastern sta-
tions were clustering together indicating a higher level of sim-
ilarity between these stations. Conversely, western stations

Map of Bahrain showing the locations of sampling sites.

were relatively scattered on the MDS. In particular, stations
W1 and W2 showed higher levels of dissimilarity with the rest
of stations, which could be attributed to the high percentage of
clay (25%), and the depth (7.2 m), respectively.

3.2. Percentage cover of seagrass
Percentage cover of seagrass was higher in the western site

(95 £ 3.6%) than the eastern one (78 + 7.4%). The three spe-
cies of seagrass were recorded in all stations of both sites with
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Table 1 Environmental factors of the sampled station in the western and eastern sites.
Environmental Depth Transparency Dissolved oxygen pH Salinity Organic content Mean sediment
variables (m) (m) (mg 17" (psu) (%) particle (9)
Western site 53+ 1.9 45+12 5.0 £ 0.2 7.9 £0.3 55.1 £ 0.6 9.1 + 38 1.47 £ 0.7
Eastern site 39+ 1.0 34 £ 09 49 £ 0.3 79 £ 0.2 453 £ 0.0 29 £ 1.2 1.13 £ 0.4

2D Stress: 0.11 A B

W3 Others Others
w2 ES 9% Polychaeta Crustacea g9,
= 290, 5% Polychaeta
E9 ° 28%
e
Wi Crustacea
W 39%
E2
E6 Mollusca Mollusca
w8 we  E7 28% 61%
El
E8
W5 Figure 3 Numerical dominance among major taxonomic groups
w7 recorded in the (A) western and (B) eastern sites.
w9

Figure 2 MDS plot for square-root normalized environmental
parameters using Euclidean distance. ANOSIM: R = 0.514, P =
0.001. E = eastern site, W = western site, and numbers correspond
with number of stations.

H. stipulacea being the most abundant followed by H. uninervis
and H. ovalis. Generally, seagrasses in the western site were
taller and denser with more limited sand patches between them
than those found in the eastern site.

3.3. Faunal community structure

Differences in community structure were detected between the
western and eastern sites. A total of 519 individual organisms
belonging to 42 species were recorded in the western site com-
pared with 887 individuals belonging to 40 species in the eastern
site. In the western site, crustaceans were the most abundant
among the major taxonomic groups followed by polychaetes,
molluscs, and the remaining groups (ascidians, sponges and
cnidarians), respectively. Conversely, crustaceans were the least
dominant group in the eastern site, which was dominated by
molluscs followed by polychaetes and the remaining taxonomic
groups (Fig. 3).

Ecological indices namely, Shannon-Wiener diversity (H'),
species richness (Margalef’s R), and evenness (Piclou’s J) were
relatively higher in the western site than the eastern one
(Fig. 4). However, only the evenness index was statistically sig-
nificantly different (P = 0.045).

The MDS of faunal abundance revealed a clear separation
between samples collected from the western and eastern sites
(Fig. 5) suggesting pronounced differences in their community
structure (ANOSIM: R = 0.541, P = 0.001). A similarity of
35% separated the eastern from the western stations. How-
ever, stations W3 and W9 exhibited distinctive dissimilarities
with the rest of stations. Station W3, the shallowest (2 m),
was devoid of echinoderms while station W9 was distinguished
by the highest and lowest numbers of crustaceans and mol-
luscs, respectively.

Correlations (Spearman) between environmental parame-
ters and biotic assemblages indicated that 44% of the biota
patterns were explained by a combination of salinity and the
percentage of medium sand.

4. Discussion

Seagrass habitats support greater macro-fauna species diver-
sity, abundance and biomass than adjacent unvegetated habi-
tats (Coles and McCain, 1990; Ansari et al., 1991; Al-Khayat,
2007). But, there is often considerable variability in the
macro-faunal assemblages associated with these seagrass beds
(Worthington et al., 1992; Hemminga and Duarte, 2000), sug-
gesting that various physical and chemical factors influence
macro-faunal abundance and distribution within these seagrass
meadows (Borum et al., 2004; Marba et al., 2006).

Salinity has a profound effect on seagrass distribution as
well as abundance and composition of invertebrate fauna
(Joyce etal., 2005). Despite the limited marine area of Bahrain,
there are variations in salinity regimes around these islands.
Salinities on the west coast of Bahrain are usually higher than
those on the east coast (means of 50-57 and 4345 psu for the
west and east coasts, respectively) (Price et al., 1985). In this
study, despite the high salinity in the western coast of Bahrain,
seagrass cover was relatively high in the selected site. Seagrass
cover is controlled by several interactive factors, including
light, substratum type and water movements (Jones et al.,
2002). The western site was characterized by high water visibil-
ity, fine sediment and moderate water movements in compari-
son with the eastern site. Price and Coles (1992) indicated that
seagrass cover in the western Arabian Gulf coast shows signif-
icant positive correlation with latitude, but not with salinity,
temperature or depth.

Sediment characteristics are major factors in governing the
spatial distribution of marine benthos (Levinton, 2008). In the
Arabian Gulf, grain size and sediment stability are main fac-
tors controlling subtidal sand communities (Basson et al.,
1977). In the present study, the effects of salinity and sediments
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Western site Eastern site
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Figure 4  Ecological indices of faunal assemblages in the western
and eastern sites.

in governing macrobenthos community patterns in the sam-
pling areas were evidently reflected in the statistical analyses.

Species richness in the Arabian Gulf has been shown to be
low in areas where high salinity dominates (Sheppard et al.,
1992; Price et al, 2002). High numbers of individual organisms
were associated with the eastern site, where the seagrass cover
was relatively lower than the western site indicating that addi-
tional environmental factors such as salinity are affecting the
abundance of macrobenthic assemblages off the western coast
of Bahrain.

Conversely, the higher salinity on the western site did not
restrict significantly the diversity of macrobenthic assemblages,
which could be attributed to the higher densities of seagrasses
and finer sediments. This is consistent with the general trend of
increasing faunal diversity with decreasing sediment particle in
the Arabian Gulf (Coles and McCain, 1990). Higher seagrass
cover was reflected in the evenness of the community structure
of the western site. Crustaceans only accounted for 5% of the
total community population in the eastern site compared with
39% in the western site. Despite the extreme natural environ-
mental conditions including high levels of salinity that may re-
strict richness of macrobenthos in the Arabian Gulf (Sheppard
et al., 1992), seagrass beds maintain high levels of biodiversity
and evenness. Therefore, conserving and managing these beds
are deemed to be priorities due to the increased human-
induced pressures on the coastal and marine environments.

Several implications could be derived from this study to
conserve seagrass beds in Bahrain. Human-induced alterations
of salinity and sediment characteristics due to hypersaline dis-
charges and the massive reclamation and dredging activities in
the marine environment of Bahrain could affect directly or
indirectly seagrass beds and their associated biota. Recently,
several major economic, housing and recreational projects
based on or related to the coastal and marine environment
have been undertaken at a rapid rate in Bahrain. Such mega-
projects could interfere with water circulation and subse-
quently alter the salinity (Al-Jamali et al., 2005), which in turn
may affect seagrass ecosystems.

Salinity has been shown to increase during the construction
phase of major causeways in the Arabian Gulf (Price et al.,
1985). Such implications should be incorporated into environ-
mental studies for the proposed new causeway (ca. 40 km)
linking between Bahrain and Qatar. This new causeway could
alter the current velocities and salinity around Hawar islands.
These islands host the most extensive seagrass beds in Bahrain
(Phillips, 2003).

Fluctuations in salinity due to brine discharge from desali-
nation plants may affect the marine biota (Miri and Chouikhi,
2005; Abdul-Wahab, 2007). For instance, Gacia et al. (2007)
reported that the seagrass Posidonia oceanica showed some evi-
dence of salinity stress such as lower rate of leaf growth and
increased leaf necrosis as a result of brine discharge off the
Spanish coast. In Bahrain, most of the major power and desa-
lination plants are located on the east coast, which may result
in cumulative impacts from the brine discharges.

Turbidity and sedimentation are commonly associated with
dredging and reclamation activities, which may result in disap-
pearance of seagrass beds from coastal areas mainly due to
physical removal and/or burial (Erftemeijer and Lewis, 2006).
Although sensitivity to burial varies among species, H. uninervis
and H. ovalis showed 50% shoot mortality at a burial level of
2 cm (Cabaco et al., 2008). Within the last three decades, recla-
mation activities in Bahrain resulted in adding around 55.5 km?
to the total land area (CIO, 2003), which could have impacted
the surrounding seagrass beds. For instance, Zainal et al. (1993)
reported a loss of 10.2 km? of seagrass beds on the east coast of
Bahrain that were detected from remote sensing imagery

®

2D Stress: 0.2
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Figure 5

MDS plot for square-root transformed faunal abundance using Bray—Curtis similarity coefficient. Resemblance matrices were

clustered to generate similarity of 35% on the MDS. ANOSIM: R = 0.541, P = 0.001.



6

K. Al-Wedaei et al.

between the period of 1985 and 1992, which was mainly attrib-
uted to dredging and reclamation activities.

5. Conclusions

Bahraini coastal and marine environments will continue to be
a major focus for developmental projects. Therefore, it is
important to maintain a balance between such legitimate
developments and conserving coastal and marine environ-
ments. Seagrass ecosystems should be given a priority in the
conservation and management efforts in Bahrain. Introducing
effective mitigation measures that associated with environmen-
tal impact studies of major coastal and marine projects and
enforcing existing regulations related to dredging and reclama-
tion may contribute into conserving these ecosystems.
Additionally, conducting ecological baseline studies, and
monitoring programs are essential parts of any effort to con-
serve seagrass ecosystems in Bahrain. These studies should not
be limited to seagrasses, but also extended to investigate other
primary producers such as algae and secondary consumers
including macrobenthic and fish assemblages, and their interac-
tions (Walker et al., 2001), which could increase the national and
international conservational benefits of these habitats.
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KEYWORDS Abstract Aflatoxin B, is a secondary metabolite of some fungi that causes very serious diseases in
Genotosxicity: plants, animals and vhumans. Both cytological studies anq n}olecular te.ohnique.s revealed that AFB,
Aflatoxin Blf at tested concentrations of 5, 10, 15, 20 and 25 pg/ml exhibits genotoxic effect in wheat plants. Sev-
5S IDNA; ’ eral types of chromosomal aberrations have been detected during meiosis; these aberrations include
Meiotic chromosomes: chromosome stickiness, outside bivalents, bridges, laggards, unequal division and micronuclei. The
Wheat ’ percentage of total abnormalities increased gradually with the increase of toxin concentration but

declined again at the highest concentrations. The highest value (2.9%) of abnormalities, detected
during meiosis, was in plants treated with 15 ng/ml AFB, even so, this value decreased to 1.7%
in plants treated with the highest concentration (25 pg/ml) of AFB,. The 5S primer generated ampli-
fied DNA fragments of 100, 400, 500, 800 and 900 bp in control plants. However, some of these
fragments were missing or faint in a number of AFB;-treated plants. Such considerable alterations
in DNA profiles of 5S primed amplicons might indicate the generation of various alterations in the
inherent property of the 5S rRNA gene sequence.

© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

1. Introduction

Mycotoxins are secondary metabolic products from moulds
which can grow on the plant either in the field or during stor-
age (El-Naghy et al., 1991) and are potentially toxic for human
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beings, animals and plants ( Fadl-Allah, 1987 and Helmey,
2003). These toxins are found as natural contaminants in many
foodstuffs of plant origin, particularly cereals but also fruits,
hazelnuts, almonds, seeds, fodder and foods consisting of or
manufactured from these products and intended for human
or animal consumption. Mycotoxins can be simply classified
according to their major toxic effects. Amongst the groups
of mycotoxins, which have been considered being important
from a processed-foods and health perspective are the aflatox-
ins (French Food Safety Agency, Summary report, 2000).
Aflatoxins are difuranocoumarin derivatives produced by a
polyketide pathway by many strains of Aspergillus flavus and
A. parasiticus; in particular, 4. flavus which is a common
contaminant in agriculture. Aflatoxin B, is the most potent
natural carcinogen known (Squire, 1981) and is usually the
major aflatoxin produced by toxigenic strains. The mutagenic-
ity of aflatoxin Bl to animals and humans is believed to



Aflatoxin By induces chromosomal aberrations and 5S rDNA alterations in durum wheat 9

involve oxidative activation by a cytochrome Pysq, in the liver
and the kidney. An epoxide is created at the 8, 9 position in
AFB, that reacts with the N7-guanine residues of DNA, caus-
ing mutations in the tumor repressor gene p53 (Minto and
Townsend, 1997).

The structure, organization, and evolution of the 5S rRNA
(ribosomal ribose nucleic acid) multi-gene family have been
studied in detail in the Triticeac (Dvorak et al., 1989 and
Scoles et al., 1988). The 5S rRNA multigenes exist in two sizes:
the long unit (ca. 500 bp), consisting of a 120-bp coding and
380-bp spacer region, and a short unit (ca. 400 bp), consisting
of a coding region of the same length (120-bp) and a smaller
spacer nine region (ca. 280 bp). Plant 5SrDNA is organized
in tandemly repeated arrays that occur at one or more chromo-
some loci (Goldsbrough et al., 1981; and Sastri et al., 1992).
The 5S rDNA repeat usually consists of a 120-base pair genic
region and a nontranscribed spacer of variable length. The
120-bp genic region is conservative and can be aligned well
at broad taxonomic levels (Szymanski et al., 1998). The inter-
genic spacer region is much more variable among plant taxa
and ranges in size from 100 to 700 bp (Cox et al., 1992; and
Sastri et al., 1992). The number of repeats per genome can vary
from less than 1000 to over 100000 (Schneeberger et al., 1989;
Sastri et al., 1992; and Cronn et al., 1996).

The objective of the present study was to determine the
involvement of other possible mechanisms in Aflatoxin B,
(AFB,) induces toxicity. The applied material was the durum
wheat plant (Triticum durum) which considered as one of the
most important crop plants in Egypt.

2. Materials and methods

Grains of Durum wheat variety Beni-sueif 1) that has been
used in this study of this wheat were kindly obtained from Seds
Research Center Beni-sueif governorate, Egypt. The pure
Aspergillus toxin Aflatoxin By (Fig. 1) used in the present
study, was obtained from Sigma chemical company, USA.
Five different concentrations (5, 10, 15, 20, 25 pg/ml) of this
toxin were employed. Aflatoxin B; was dissolved in 70% ethyl
alcohol and the appropriate dilutions were prepared with ster-
ile distilled water.

2.1. Grain germination

Similar mature grains of durum wheat were selected and sur-
face sterilized using 70% ethanol followed by H,O, for

X
V
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Figure 1 Formula of aflatoxin B, (AFB)).

3 min., rinsed in sterile distilled H,O three times and allowed
to dry on sterile filter paper. Grains were then soaked in sterile
H,O for 24 h and then soaked in the appropriate concentra-
tions of the toxin. As a control, grains were soaked in sterile
ddH,O free of toxin, for the same time. Grains were grown
in the field in December 2005 season. Each line was planted
as 30 plants/row. Numbers of tillers of 10 randomly chosen
plants were scored at flowering stage.

2.2. Cytological methods

Cytological effects of Aflatoxin B; were studied by performing
meiotic chromosome analysis at first and second stages of mei-
otic division. Young flowering buds of wheat were collected at
8-9 o’clock in the morning and immediately fixed in a freshly
prepared mixture of ethyl alcohol and glacial acetic acid (3:1 v/
v) for 24 h. Pollen mother cells (PMCs) were prepared excised
from the fixed anthers and stained with aceto-carmine (1%).
Chromosomal aberrations in treated plants compared to the
control were scored in at least 3-5 slides of each concentration.

2.3. Molecular studies

2.3.1. DNA extraction

Fresh young leaves of the previously selected 10 plants of each
concentration were collected. About 100-300 mg of leaves of
each sample were grinded in liquid nitrogen to a fine powder,
transferred to 1.5 ml Ependorf tube then 500 ul of Cornel
extraction buffer (500 mM NaCl; 100 mM Tris—HCI, pH 8.0;
50 mM EDTA and 0.84% SDS) pre-warmed to 65° C was
added. The tubes were placed at 65°C in water bath for
45 min. After cooling slightly to the room temperature, the
specimens were washed by using the same volume (~500 pl)
of phenol; phenol: chloroform: isoamyl alcohol (25:24:1) and
chloroform: isoamyl alcohol (24:1), respectively at room tem-
perature. About 400 ul supernatant were drawn off into a
new 1.5 ml tube containing 1 ml of 100% cold ethanol. DNA
was precipitated by centrifugation at 13000 rpm for 10 min
then washed with 1 ml 70% cold ethanol. After drying, pellet
of DNA was dissolved in 50 pl of re-hydration buffer, and then
stored at 4 °C DNA was verified by 1% agarose gel electro-
phoresis and its concentration and purity were determined
with a spectrophotometer at 260 and 280 nm absorbance as
mentioned by Sambrook et al. (1989).

2.3.2. PCR conditions (5S primer)

Two specific 5S oligo-nucleotide primers (forward and reverse)
were used for screening the 5S rDNA region(s) in the mitotic
chromosomes of Durum wheat. The primers were 20-base long
with the following sequence:

5- CGGTGCATTAATGCTGGTAT-3 forward

5'- CCATCAGAACTCCGCAGTTA- 3’ reverse

DNA amplifications were performed in a final volume of
50 pl containing 25 pl 2x master mix (0.05units/pl Tag DNA
polymerase in 2x PCR buffer [4 mM MgCl, and 4dNTPs
(0.4 mM of each)], 10 uM of primer and (1 ng) of DNA tem-
plate. The final reaction volume was completed to 50 pl using
sterilized double distilled water.

The amplifications were carried out in a thermal cycler
(Thermo Hybaid, Franklin, USA) programmed for initial pre-
heating period in one step of 5 min. at 94 °C; subsequent 30 cy-
cles of three steps in each, the first step was DNA denaturation
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Table 1 The mean number of tillers/plant treated with =
different concentrations of AFB;. _§
Concentrations Mean number §
of tillers & S19e88 TS
Control 5.3 £ D R
5 pg/ml AFB; 23 g Té
10 pg/ml AFB, 4.6 = =
I5 ug/ml AFB, 49 = )
20 pg/ml AFB; 4.4 ° < —qm&o s
25 pg/ml AFB; 3.7 § =
§ FlZ|RES8 =@
= ~
at 94 °C for 45 s, followed by the step of primer annealing at § g
56 °C for 45 s and the third step of primer extension at 72 °C § %"
for 45 s; subsequent the final cycle in one step of post extension é: o TR
at 72 °C for 10 min. Amplification products were resolved by z o0
gel electrophoresis on 1.5% agarose gels in Tris—acetate EDTA ‘§ i |
(TAE) buffer for 1 h at 80 V. Subsequently, gels were stained 9 2 -
with ethidium bromide (0.1 g ethidium bromide dissolved in § '§- g
10 ml Ix TAE buffer) for 30 min., visualized on UV light fi Sl2EaTES
and photo-documentation was performed. DNA fragments =
sizes were estimated by comparison with the standard marker = =
of 1 Kb ladder. 3 g
2 Ele o
3. Results and discussion E .
2 =)
3.1. Germination ; Bl 2= o
The Number of tillers in 10 randomly chosen plants was .é — ,‘E‘D .
scored after three months of planting in the field (Table £ 21 _
1). The highest number of tillers was found in control plants iz £| &
whereas, plants treated with 5 pg/ml AFB; showed the low- fn 21028y .
est numbers of tillers. However, the numbers of tillers were £ <l e e S
increased gradually by increasing toxin concentration up to 3 2
15 pg/ml conversely; tillers number was declined again at 'q'g G
the highest concentrations. The highest value (4.9) was in = 8l . 2«84
plants treated with 15 pg/ml AFB; even so, this value de- & .
creased to 3.7 in plants treated with the highest concentra- § e
tion (25 pg/ml) of AFB;. Similar effects of Aflatoxin were = St ~Za
reported by Crisan (1973) in Lepidium sativum. He found g E =
that, concentrations more than 10 pg/ml of aflatoxin, in- 5 §' g
duced the maximal reduction in the rate of growth of hypo- = ﬁ Z % % § g § §
cotyls after germination. His results were discussed in E
relation to the effects of Aflatoxin on DNA dependent % e
RNA biosynthesis. £ ;
Reduction in number of tillers in plants treated with high 3_:; Ol= 1 0ol
concentrations of Aflatoxin may be due to the accumulation ) =z
of DNA damage in cells, which leads to apoptosis. This may 2 2
be similar to the effect of Zeralenone, which arrest cell cycle s e Almo oo
and induces apoptosis in cultured DOK cells as reported by 2|2 § =
Salwa et al. (2003). She reported that, the apoptotic pathway i £ % g N Ao e
is the only option for a cell when DNA repair systems are over- giElalz|a=23zc=
burdened due to too many damages. Vogelstein and Kinzler, é -
1992 have shown that among its diverse functions, the p53 & -%
gene normally prevents DNA replication in cells that have e fé
DNA damage by maintaining the cell in G2/M phase allowing = &
more opportunity for DNA repair. Cells with inactivated p53 ~ é = =
might therefore survive abnormally and allow further DNA g ) g £
damage to accumulate (Lane, 1992), a situation, which favours = 2 § SwS2gw

carcinogenesis (Symonds et al., 1994).
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Table 3 The frequency and types of chromosomal abnormalities induced during the second meiosis in the PMCs of plants treated with different concentrations of Aflatoxin B;.

Meiosis 1T

AFB;Concentration

(ng/ml)

Tetrad Total

Telophase I1

Anaphase 11

Metaphase 11

Aberration %

2.69
2.13
5.14
4.98
2.25
5.18

Abnormal
15

Normal

543
276
553

Micro-nuclei  Normal Micro-nuclei

Normal

Unequal-division
207

Lag Bridge

Normal
151
38

Sticky  Out-side

Normal

185
36

Control

80
210

122
137
285

30
27

102

18
21

104
95

10
15
20
25

515
390
457

127

108
133

72
57

210
85

25

182

Un-oriented bivalents
at metaphasel

Chromosome stickiness
at metaphase I

-

)
I~

Chror;losome stickiness
at metaphase 11

"-r
¢

W
™

Lagging chromosomes
at anaphase I1

Double bridge at anaphase I

-

Unequal separation of chromosomes
at anaphase II

Chromosomal bridge
at telophase I1

Micro-nuclei at telophase IT

Figure 2  Types of chromosomal aberrations induced by AFB; in
the PMCs of wheat plants during 1st meiotic and 2nd divisions.

3.2. Cytogenetic effects

The types and frequency of chromosomal aberrations during
first and second meiotic division of wheat plants treated with
different concentrations of Aflatoxin B; were analyzed. At
least three slides of each concentration were examined. The
common types of chromosomal irregularities, which have been
recorded in the present study were stickiness, laggards, bridges,
fragments, unequal division (lag-division) and micro-nuclei.
The meiotic values of normal cells and types of chromosomal
irregularities induced by AFB, during the first and second mei-
otic divisions are shown in Tables 2 and 3, respectively. The re-
sults showed that, Aflatoxin B, provoked several chromosomal
irregularities in wheat at different stages of meiotic division.
(Tables 2 and 3).
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Figure 3 DNA amplification patterns showing the effect of different concentrations of Aflatoxin B; on eight wheat plants using the
specific 5S DNA primer. (a) Control (b) 5 AFB; (¢) 10 AFB; (d) 15 AFB; (e) 20 AFB, (f) 25 AFB;.

Regarding the first meiotic division, data in Table 2 showed
that out of 599 PMCs of the control plants, 13 were abnormal
with a percentage of 2.12%. Plants treated with 5 ug/ml AFB,
revealed 825 normal PMCs and 22 abnormal cells with 2.6%
abnormalities. The percentage of abnormalities was increased
up to 3.63 in plants treated with 10 pg/ml of AFB;. Plants trea-
ted with 15 pg/ml AFBshowed 4.38% abnormalities. The per-
centage of abnormalities was further increased up to 5.54%
upon treating with 20 pg/ml of AFB;and reached to the high-
est value of 7.92 in plants treated with 25 pg/ml AFB;.

In the second meiotic division, control plants exhibit 543
normal PMCs and 15 abnormal cells with a percentage of
2.69% (Table 3). Relating to the control, the lowest concentra-
tion (5 pg/ml) of AFB,did not reveal any effect on the percent-
age of abnormalities, as it is provoked six abnormal cells out of
276 PMCs in the second meiotic division with a percentage of
2.13%. The percentage of abnormalities was increased to
5.14% in plants treated with 10 pg /ml AFB,. Plants treated
with 15 pg /ml AFB;showed 4.98% of abnormal cells. Data
also revealed that plants treated with 20 pg/ml AFB; showed
2.25% abnormal cells. Whereas, the percentage of abnormal
cells detected in plants treated with the highest concentration
used in this study (25 pg/ml) of AFB; was 5.18%. In brief
the percentage of chromosomal abnormalities induced by
AFBj in the first and second meiotic divisions are clearly dose
dependant, as it increased as the concentration of the toxin in-
creased and the duration of the treatment prolonged.

Examples of chromosomal abnormalities produced in the
PMC:s of plants treated with different concentrations of toxin
during the 1st and the 2nd meiosis are shown in Fig. 2. Bridges
at anaphase could be explained according to the principle that,
broken chromosome ends exhibit a tendency to fuse and form
dicentric chromosomes (Werner et al., 1992). These dicentrics
usually give rise to chromatin bridge-fusion-bridges at
anaphase and may break at telophase, thus perpetuating the

break (BFB) cycle after fusion of the newly broken chromo-
some ends.

3.3. Molecular studies

3.3.1. The 5S rDNA specific primer

In the present investigation the specific 5S DNA primer has
been used to detect the possible mutagenic effects of the toxins
at the genome level in wheat seedlings. The PCR reactions
using this primer showed that DNA amplicons posses some
variations in the DNA profiles within the examined samples
as compared with the control pattern. Such variations include
band intensity and appearance of novel bands or disappear-
ance of others. DNA amplification patterns of wheat plants
treated with AFB; have been shown in Fig. 3.

The number and the intensity of the amplified DNA frag-
ments produced by PCR using 5S primer are listed in Table
4. Plants treated with aflatoxin B; showed some changes in
the 5S primed amplification profiles as compared with to
the control ones. Data in table 4 show that 5S DNA primer
generated a band of 100-bp, which is clear in all plants except
plant numbered three, seven, eight treated with 5 pg/ml
AFBj, which posses faint bands. However, the amplified frag-
ment of 400-bp was present in all control and treated plant,
while it was absent in plant numbered three, seven treated
with 5 ug/ml AFB; and plant numbered three treated with
15 pg/ml AFB;.

The 5S DNA primer also displayed a 500-bp band, which
was clear in almost all plants while it was faint in the plant
No. 2 treated with 5 pg/ml AFB; and plant No. 1 treated with
10 pg/ml AFB,, that was absent in the plant No. 8 of the
control, plants numbered three and seven treated with 5 pg/
ml AFB,, plant No. 8 treated with 10 pg/ml AFB,, plant No.
3 treated with 15 pg/ml AFB,; and plant No. | treated with
25 ng/ml AFB;. Data also show that, the amplified DNA
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Table 4 The presence and absence of amplified DNA fragments generated by 5S DNA primer in wheat plants treated with AFB;.
Base No. MW (bp) Control 5 10

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
5 900 e T A A S
4 800 + + + + 4+ + + - 4+ - - - * x4 x4 4+ 4+ 4+ -
3 500 + 4+ + + + + o+ - 4+ F -+ o+ o+ -+ F 4+ 4+ o+ o+ o+ o+ -
2 400 + + + + + + + + + + - 4+ + 4+ — 4+ 4+ + + + o+ o+ o+ o+
1 100 + 0+ + + + o+ o+ o+ o+ o+ o+ o+ o+ x x4+ 4+ 4+ 4+ + + o+ o+
Base No. MW (bp) 15 20 25

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
5 900 = _ % o+ _ 4 4+ _ - o 4+ - 4o+ - -
4 800 * o4+ -+ 4+ - - 4+ 4+ - - 4+ - — 4+ — 4+ + + o+ o+ + o+
3 500 + 4+ - + + + o+ o+ 4+ o+ 4+ o+ o+ o+ o+ o+ -+ o+ o+ o+ o+ o+ o+
2 400 + + - + 4+ + 4+ + 4+ + 4+ 4+ + 4+ + + + 4+ o+ + o+ o+ o+ o+
1 100 + 4+ + + + + + + + 4+ o+ + o+ o+ o+ o+ o+ o+ o+ o+ o+ o+ o+
(+) Present and clear (*) present and faint (—) absent.

fragments of 800-bp and 900-bp were amplified in few plants University. The authors are grateful to Prof. Dr. A. M. Ata

but was missing in many others compared to the control profile.

The presence or absence of a particular DNA band depends
on the presence or absence of the DNA sequence to be ampli-
fied within the genome (Michelmore et al., 1991 and Abdel-
Razik, 1998). Based on such assumption, it could be suggested
that treatment of wheat plants with toxins might induce DNA
rearrangements or deletions that lead to the observed changes.
Yang and Quiros (1993) reported that, the intensity of DNA
band depends on the starting copy number of a particular
DNA sequence within the genome. Therefore the change in
band intensity could be interpreted on the basis of deletion
or duplication of some DNA sequences.

Induction of chromosomal aberrations as well as changes in
amplified DNA profiles may reflect the direct effect of Afla-
toxin By on DNA molecule. In animals, the mutagenicity of
aflatoxin By is believed to involve oxidative activation by a
cytochrome P450 in the liver and the kidney. Cytochrome
P450 enzymes convert aflatoxins to the reactive 8,9-epoxide
form (also referred to as aflatoxin-2,3 epoxide in the older lit-
erature), which is capable of binding to both DNA and pro-
teins (Eaton and Groopman 1994). Mechanistically, it is
known that the reactive aflatoxin epoxide binds to the N7 po-
sition of guanines. Moreover, aflatoxin B;-DNA adducts can
result in GC to TA transversions, (Bennett and Klich 2003).
Studies of liver cancer patients in Africa and China have
shown that a mutation in the p53 tumor suppressor gene at co-
don 249 is associated with a G-to-T transversion (Bressace
et al., 1991 and Hsu et al., 1991).

DNA adduct formation could be induced in rat tissues fol-
lowing oral administration of acrylamide as reported by Man-
iere et al. (2005). Also, inhalation to low concentrations of 1,3-
[2,3-[(14)C]-butadiene provoked DNA-adduct formation in
tissues of rats and mice, (Booth et al., 2004). Such effect was
reported by Pfohl-Leszkowicz et al. (1995) who studied the
genotoxicity of zearalenone, an estrogenic mycotoxin in female
mouse tissues.
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KEYWORDS Abstract Tin(IV) oxide catalysts, pure and surface-doped with different loading levels of sulfate,
Tin(IV) oxide; have been prepared and characterized by means of thermal analysis (TGA and DTA), X-ray pow-
Sulfation; der diffraction (XRD), nitrogen adsorption at 77 K, FT-IR spectroscopy using KBr pellets and
Acidity; potentiometric titration using n-butylamine. The catalysts were prepared from aqueous solutions
Texture of ammonia and tin(IV) chloride, with production of an amorphous precipitate that calcined at

873 K for 3 h to give tin(IV) oxide (SnO,). The sulfation was carried out by impregnation of sulfuric
acidic 0.5 M with tin(IV) hydroxide with different amounts of sulfate (6%, 12% and 18% SO,” by
weight). Structural investigation of the catalysts by TGA, XRD and N,-sorption revealed that
tin(IV) gel has at least two molecules of water to give the formula SnO,-2H,0 and the addition
of sulfate does not modify the crystalline structure of tin(IV) oxide (tetragonal phase) but decreases
the crystallite size and, consequently, increase the specific surface area. The increase in loading level
of sulfate resulted in increase in specific surface area of the catalysts. Acidity measurement by poten-
tiometric titration using n-butylamine show that the addition of sulfate can increase the acidity of
tin(IV) oxide and all sulfated tin(IV) oxide having strong acid sites. Moreover, FT-IR spectra
expose that sulfated tin(IV) oxide has two different structures of sulfates.

© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

has become well established that the performance of a hetero-
geneous catalyst depends not only on the intrinsic catalytic
activity of its components, but also on its texture and stability.

1. Introduction

Tin(IV) oxide is an active catalyst for many reactions due to

acidic, basic, oxidizing and reducing surface properties. It
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One of the most important factors in controlling the surface
properties of a catalyst involves the correct choice of the addi-
tives. The adsorption of various anions (Mekhemer, 2005),
particularly sulfate or phosphate anions, onto oxide has been
attempted as a means of improving their catalytic activity.
The increase in activity is believed to arise from increase in
the surface acidity of the modified oxide (Clearfield et al.,
1994). Modification of metal oxides with sulfate anion can gen-
erate a strong acidity, even stronger than 100% sulfuric acid
and hence they become superacid catalysts that are useful in
reactions like isomerizations, low temperature esterification,
alkylation and cracking (Jyothil et al., 2000; Song et al.,
1996). Sulfated tin(IV) oxide is one of the candidates for
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having the strongest acidity on the surface. The acid strength
is reported to be higher than that of sulfated zirconia
(El-Sharkawy et al., 2007; Hino et al., 2007). Ceramics acid
of tungstated tin(IV) oxide prepared by Arata is more active
than aluminosilicates for the esterification of n-octanoic acid
with methanol (Hino et al., 2006). Other application of CO
oxidation over SnO, and Pd/SnO, catalysts was reported by
(Sasikala et al., 2000), whereas organic syntheses catalyzed
by superacidic metal oxides: sulfated zirconia and related
compounds were reviewed (Arata, 2009).

Nevertheless, papers concerning sulfated tin(IV) oxide cat-
alyst have been quite few because of difficulty in preparation,
compared with the easy preparation of other sulfated oxides.
This study aimed to prepare tin(IV) oxide catalysts acidified
with sulfate anions and study the effect of sulfate amounts
on the surface properties of it. Tin(IV) oxide was prepared
from stannic chloride and has been sulfated using sulfuric acid
with different loading levels of sulfate (6%, 12% and 18%
SO;Z). These sulfated catalysts were characterized using differ-
ent tools to know the effect of sulfate levels on the surface
properties of the SnO, catalysts.

2. Experimental

2.1. Materials

Tin(IV) oxide gel, used as a precursor of sulfated and promoted
oxide, was prepared by the method described in the literatures
(Matsuhashietal.2001a,b). In brief, by a slow dropwise addition
of a 1:1 aqueous ammonia to a 0.3 M aqueous solution of
tin(IV) chloride (SnCly-5H>,O) AR grade, BDH product
(England), with a continuous stirring till pH = 8 is reached.
The white precipitate was left over-night before being filtered
and washed thoroughly with 2% CH3;COONH, solution until
all chloride was eliminated (silver nitrate test), and then dried
at 383 K till constant weight is obtained. The dried material
was ground to 250 mesh size and kept dry over P,O5 desiccator.
The dry gel thus obtained is denoted in the text as TH and it was
used as a precursor for preparation of SnO, and modified SnO,
catalysts. Pure tin oxide, SnO», was obtained from the dried gel
(TH) by calcination at 873 K for 3 h. The resultant oxide, SnO,
(XRD verified vide infra), was designated in the text as TO.
Sulfated SnO, samples were prepared by impregnation of
SnO,xH,0 (TH) gel with the appropriate amount of 0.5 M
H,SOy solution to obtain 6%, 12% and 18% SO;2 by weight.
The resultant was dried at 383 K for 24 h, followed by calcina-
tion at 873 K for 3 h and the products were designated as xSTO
(where x = 6%, 12% and 18%)).

2.2. Apparatus and techniques

2.2.1. Thermal analysis

Both TGA and DTA were performed between room tempera-
ture and 1273 K in a static atmosphere of air, using V2-2A
DUPONT 9900 thermal analyzer. The rate of heating was
standardized at 10 K min~', and small portions (5-15 mg) of
the sample were used in TG measurements.

2.2.2. X-ray powder diffractometry

XRD diffractograms were recorded for all samples using a
model JSX-60PA JEOL diffractometer (Tokyo, Japan) and

CuKa radiation (4 = 1.5418 A). The generator was operated
at 35kV and 20 mA. The samples were scanned in the range
of 20 = 10-70° at a scanning speed of 6 min~'. For identifica-
tion purposes, diffraction patterns (I/I°) versus d spacing (A)
were matched with the relevant ASTM standards (Frank,
1981). The crystallite size D of the samples were calculated
using the Scherrer’s relationship (Klug and Alexander, 1970):

kA
:,80059 M

where K is the crystallite shape constant (x1), 4 the radiation
wavelength, f the line breadth (radians) and 6 is the Bragg
angle.

2.2.3. Nitrogen sorption measurement

Full nitrogen adsorption/desorption isotherms at 77 K were
obtained using a NOVA 2200 (version 6.10) high-speed gas
sorption analyzer (Quantachrome Corp., Boynton Beach,
FL, USA). The calcined samples were first outgassed at
470 K for 1 h. Twenty-four-point adsorption and desorption
isotherms were obtained, from which BET surface areas were
derived using standard and well-established methods (Sing
et al., 1985; Webb and Orr, 1997).

2.2.4. FTIR measurement

A very small amount of finely ground solid sample (5-10 mg)
is intimately mixed with powdered KBr (90 mg) and then
pressed in a 7mm die under high pressure. IR analyses of
the catalysts were carried out over the frequency range of
4000-500 cm ™! using a Nicolet 380 FT-IR spectrophotometer
with 4 cm ™! resolution.

2.2.5. Acidity measurement

The total acidity of the solid samples under investigation was
measured by means of potentiometric titration (El-Sharkawy
et al., 2007; Rao et al., 2006). The solid catalyst (0.1 g) was sus-
pended in 10 ml acetonitrile (Merck), and agitated for 4 h. Then,
the suspension was titrated with 0.1 N n-butylamine in acetoni-
trile at 0.10 ml min~". The electrode potential (Ei) variation was
measured with SevenMulti, METTLER-TOLEDO, GMBH,
Switerland. Cid and Pecci (1985) made a scale of acid strength
measurement as follow: Ei > 100 mV for very strong sites;
0 < Ei < 100 mV for strong acid sites; —100 < Ei < 0 mV
for weak sites; and finally Ei < —100 mV for very weak sites.

3. Results and discussion

3.1. Thermal analysis

From the TG profile of the precursor tin gel (SnO,xH,0),
Fig. 1a, it can be seen that there are two mass loss steps in
the temperature range RT-1273 K. The first step ends at
423 K with loss of mass ~3.6% and accompanied by an endo-
thermic peak at 380 K, is attributed to the loss of volatile
materials like physisorbed water (Magnacca et al., 2003).
The second one begins just after the first (680 K) bringing
the mass loss to ~19.9%, is assigned to dehydroxylation
processes (DTA exothermic peak at 643 K) (Mekhemer
et al., 2005; Wang and Xie, 2001). Theoretical mass loss of
tin gel as stoichiometrically approaching SnO,-2H,O to anhy-
drous SnO, is 19.3% (Scheme 1). The experimental mass loss is



The influence of sulfate contents on the surface properties of sulfate-modified tin(IV) oxide catalysts 17

0 4
(a) TH
10 F 640
2 A
22 03
(=}
—]
307 380
40 : : : : -4
273 473 673 873 1073 1273
T/K

25

T " ‘ . -4

273 473 673 873 1073 1273
T/K

Figure 1 TGA and DTA profiles for (a) tin(IV) gel (TH), and (b)
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Scheme 1

~19.9% hence this implies that the tin gel sample approaches
the suggested formula. Therefore, the exhibited thermal events
involve in general elimination of water of different strengths
and a final formation of SnO,, which agree with the XRD
data. As to sulfated sample, 6STO, there are three mass loss
steps, Fig. 1(b). The first two steps, ends at 473 K (endother-
mic peak at 393 K) and 643 K (exothermic peak at 693 K),
are attributed to removal of adsorbed water and dehydroxyla-
tion process of tin gel. The mass loss at higher temperature be-
gan at 973 K and ended at 1053 K and accompanied by an
endothermic peak at 1013 K, is attributed to decomposition
of sulfate groups (Khalaf, 2009; Reddy et al., 2006).

3.2. X-ray diffraction

The XRD diffractograms of the sulfated samples with different
loading levels of sulfate (6STO, 12STO and 18STO) calcined at
873 K are shown in Fig. 2. The main conclusion is that all pat-
terns are characteristic of pure SnO, phase (ASTM card No.
41-1445) with tetragonal rutile structure at 20 = 26.54, 33.82
and 51.74. The intensities of the bands characteristic for
SnO, (TO) gradually decreased, while the width of the reflec-
tions is considerably broadened, indicating a small crystalline
domain size (Khder et al., 2008). To know the role of sulfate
content on the crystallinity of the samples quantitatively, their
mean crystallite sizes were calculated from the broadening of
the strongest peak of the samples and based on Scherrer equa-
tion (Table 1). The addition of sulfate was associated with a
decrease in crystallite size to become 88, 50 and 31 A for
6STO, 12STO and 18STO, respectively. This may be attributed
to the sulfate groups that remain bounded at the surface of the

/\ M{[ 18STO
= 12STO
< -
% 6STO
c
[
2
J\Jk ™
. ; - - M A
20 30 40 50 60 70 80

2 Theta

Figure 2 X-ray powder diffractograms for xSTO in comparison
with TO catalysts.

samples and inhibit the growth of SnO, crystallites, agreeing
thus with the other transition metal oxides, i.e. TiO,, ZrO,
and Fe,O; (Khder et al., 2008). The decrease in the crystallite
size can be explained by the hypothesis that the bulky sulfate
groups on the surface of SnO, particles prevent their agglom-
eration during calcination (Jogalekar et al., 1998).

3.3. Surface texture

The nitrogen sorption isotherms at 77 K of pure oxide (TO)
and sulfated samples (6STO, 12STO and 18STO) were shown
in Fig. 3. From this figure, it is clear that all isotherms are
belonging to Type IV according to BET classification
(Brunauer et al., 1938) and displays hysteresis loop of Type
H3 mixed with some of H2 in case of 18STO sample according
to the TUPAC classification (Sing et al., 1985). All the samples
have a close closure point at P/P, = 0.4. This may infer that
the monolayer is completed slowly with contribution of
micropores. The more pronounced knee on the adsorption
isotherm of 6STO sample is reflected on its higher Cggr value
(Table 1). This value greatly affects the shape of the isotherm
in the low-pressure region whatever is the V7, value. Larger
hysteresis loops can be noticed for TO, 6STO and 12STO
samples.

Values of SggT, Si, Vp, rp and Cpgr for all samples are sum-
marized in Table 1. It is apparent that Sggr and porosity are
not similar for all samples, most likely due to variation in crys-
tallite size. The good agreement between the Sger and S, val-
ues (Table 1) for all samples, reflects the higher accuracy of the
BET-C determination and, consequently, the appropriateness
of the reference Va-t curves (Gregg and Sing, 1982). From
these data, it is clear that pure TO sample has low specific sur-
face area (Sper = 11 m? g~') which agrees with previous data
(Harrison, 1989). The addition of sulfate into crystalline oxide
resulted in a gradual increase in the surface area for the sam-
ples 6STO, 12STO and 18STO to become 35, 60 and 88 m?> g
~! respectively. These data agree with the data obtained from
XRD results, which complied in Table 1 also, in which the sul-
fated samples have small crystallite size (88, 50 and 31 A for
6STO, 12STO and 18STO, respectively) that affect on the spe-
cific surface area (Khalaf, 2009).

The pore size distribution (PSD) curves for the samples,
Fig. 4, show that the PSD lies between micropores and
mesopores range. Three main peaks at <20 A were observed
for all samples; in addition, some peaks were shown at radius
higher than 20 A. This means that the porosity of TO is



18

H.A. Khalaf et al.

Table 1 Nitrogen sorption analysis data.

Sample Sper m’g ! CReT S2m’g! Ss? Seum’ Vpeum® VDot Aver Crystallite size® (A)
N
cm3g’l rp A
TO 11 14.7 10.3 10.8 6.9 0.016 0.0325 17.5 185
6STO 35 2.7 34 34.6 17.4 0.036 0.0387 18.5 88
12STO 60 3.5 59 58.8 19 0.035 0.048 13.5 50
18STO 88 4.0 87.7 86.5 41 0.066 0.1036 12.7 31

% The standard isotherm used in each case was selected according to (Sing et al., 1985).

® 4s Surface area.

¢ Cumulative surface area.

4 Cumulative pore volume.

¢ Total pore volume at P/P° = 0.99.

f Mean pore radius at the peak of the distribution curves.
¢ Obtained from XRD data.
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Figure 3  Nitrogen sorption isotherms for xSTO in comparison
with TO; V, is measured at STP.

micropores in addition to little amount of mesopores. How-
ever, sulfated samples show a mix between mesopores and
micropores in agreement with the findings of the 7- and og-

methods. Then, the incorporate of sulfates onto tin(IV) oxide
can modify its porosity.

3.4. FTIR spectroscopy

Fig. 5 shows the IR spectra of sulfated tin(IV) oxide (xSTO) in
comparison with pure tin(IV) oxide (TO). From these spectra,
the presence of sulfate groups was confirmed by the bands at
1382, 1190, 1155 and 1079 cm ™. The first band (at 1382 cm™ ")
characteristic of the surface sulfate species having S—O cova-
lent bonds (Mekhemer et al., 2005). The other bands at 1190,
1155 and 1079 cm™ ! are due to the asymmetric and symmetric
stretching frequency of the O—S—O and O-S-O group
(Mekhemer et al., 2005; Clearfield et al., 1994). Thus, it is evident
that the IR spectra of both types of sulfated samples show very
similar spectral features in the SO stretching region. These
features are in general attributed to triply bridging sulfate and
bridged bidentate sulfate, as represented in structures (I) and

a
a 18STO
=
=
12sTO
- esTO
N\\A/\ °
o 20 40 60 80 100 120 140 160 180 200
re (A)

Figure 4  Pore size distribution curves for xSTO in comparison with TO catalysts; ry, true radius and AVpArp~'fem® g7 ! A~"is the ratio
between the volume decrease (AVp) in ecm® g~ ! and the decrease in pore radius (Ar, Din A™"
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Figure 5 FTIR spectra for xSTO in comparison with TO
catalysts.
200
TO
150 - = 6sTO
12STO
100 7 —~_18sT0
s 50 +
E 04
W .50 1
=100 +
=150 +
-200 , —
0 0.5 1 1.5

meq n-butylamine/g catalysts

Figure 6 Potentiometric titration curves for xSTO in compar-
ison with TO catalysts; E is the electrode potential (mV).

(IT) where M is Snion (Jin et al., 1986; Bensitel et al., 1988). The
only effect of sulfate loading resulted in increase in the band
intensities of sulfate group.
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3.5. Acidity of the catalysts

Total number of acid sites and their relative strength, for the
catalysts under investigation, can be measured by means of a
potentiometric titration with 0.1 N n-butylamine. To explain
the obtained results, it was suggested that the initial electrode
potentional (Ei) indicates the maximum acid strength of the
sites. The value of meq amine/g solid, where the plateau is
reached in titration curves (Fig. 6), indicates the total number
of acid sites (El-Sharkawy et al., 2007; Cid and Pecci, 1985).
Table 2 shows the potentiometric titration results for all sam-
ples. From these results one can conclude that the TO sample

Table 2 Potentiometric titration data for the catalysts.

Sample Ei (mV) = maximum No of acid
acid strength sites (meq g~ ')

TO —65 0.11

6STO +47 0.30

12STO +112 0.40

18STO +144 0.40

has weak acid sites and its maximum strength is equal
—65mV. The addition of sulfate to SnO, can increase the
acidic strength and create strong and very strong acid sites
on the surface of SnO, to become +47, 112 and 144 mV for
the samples 6STO, 12STO and 18STO, respectively.

4. Conclusion

The obtained results show that the SnO, gel has at least two
molecules of water to give the formula SnO,2H,O and the
addition of sulfate has no effect on the crystalline phase of
SnO, (tetragonal phase) but decreases the crystallite size and,
consequently, increase the specific surface area. The specific
surface area is increased by increasing the loading of sulfate.
FT-IR spectra expose that sulfated SnO, has two different
structures of sulfates. Moreover, the incorporation of sulfate
onto SnO, can increase its acidity and creates strong acidic
sites.
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KEYWORDS Abstract Measurements of Pb, Zn, Cd and Fe concentrations in the soils and accumulation in
edible parts of several crop plants (spinach, wheat, strawberry, carrot, onion, squash, cabbage,

Heavy metals accumulation; . . . .
J ’ potato, faba bean and cucumber) grown in three sites of the northern area of Gaza Strip, Palestine,

gidni?“um’ revealed: (1) Concentrations of metals were in normal range in soil, except for lead concentrations
Spinach plant; which in some samples were higher, especially in the sites of Al-Monttar and Gaza city center. (2)
Physiological parameters; Accumulation of heavy metals by the crop plants was within normal ranges, except for lead concen-
Soil tration which exceeded normal ranges, yet not reaching toxic levels in all plants but the onion bulb

which reached toxic level. (3) Cadmium was concentrated at equal levels in different soil samples,
while its accumulation in plant samples was very low and sometimes was not detectable. Measure-
ments of physiological attributes of spinach plants revealed: (1) Growth characters such as root
length, shoot height, fresh and dry weights of shoot and root were decreased with increasing Cd soil
addition either alone or combined with Zn soil addition at all levels. (2) Plant pigments such as chlo-
rophyll a, chlorophyll b and total carotenoids significantly decreased, with increasing Cd soil addi-
tion either alone or combined with Zn at all levels, except for chlorophyll a which increased with
increasing Zn soil addition, with some exceptions. (3) Zn addition was highly correlated to growth
characters, as well as when combined with Cd at different levels may be overcome the toxicity of Cd
on growth characters, mineral concentrations and chlorophyll a content.

© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

* Corresponding author. 1. Introduction

E-mail address: abouauda@hotmail.com (M. Abou Auda).

The Gaza strip—Palestine area is about 360 km?. It is situated
in the south part of Palestine and southeast of the Mediterra-
nean sea. An estimate of 1.6 million people live in the Gaza
Peer review under responsibility of University of Bahrain. Strip. This area, being one of the most Ck:nsely populated areas
doi:10.1016/j.jaubas.2011.06.001 in the world with limited and deteriorated resources, has
already started to suffer the consequences of environment
quality deterioration. The situation at the Gaza Strip is below
) Production and hosting by Elsevier the desired standard, which is attributed to the absence of envi-
ELSEVIER ronmental legislation and public awareness. One of the most

1815-3852 © 2011 University of Bahrain. Production and hosting by
Elsevier B.V. All rights reserved.
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important air pollutants near the city center of Gaza is thou-
sands of motor vehicles commuting every day. Trace metals re-
leased in the environment may be considered a hazard to the
natural biological system and human health. Plant and soil
surfaces are the major sink for airborne metal. Moreover,
plants form the basis of food chains by which bio-toxic trace
metals are transmitted to man (Alfani et al., 1996).

Improvement of the nutritional quality of our food supply,
especially with respect to essential nutrient minerals, could be
an important goal of vegetable crops. Cd is classified as proba-
ble human carcinogen by inhalation; however, only limited
data are available to determine if it causes cancer in humans.
The total Zn content in adult human tissue is 2-4 g. The daily
requirement of 6-22 mg is provided by a normal diet. Salim
et al. (1992) treated the carrot plants by Cd and Pb foliar or
root application of 0, 10 and 90 ppm Cd and 0, 18 and 80 Pb.
Cd toxicity was more obvious than Pb toxicity and these symp-
toms were more severe in foliar treated than in root treated
plants. Cd application decreased the dry weight of whole
plants, shoot and roots, when compared with untreated control
plants. William et al. (1977) reported that Cd in soils may be
unavailable to plants by the application of hydrated lime and
consequently involves the infection of toxicity. Liming is effec-
tive because cadmium probably forms an insoluble precipitate
with hydroxide and thus becomes unavailable to plants.
Somashekaraish et al. (1992) suggested that the inhibition of
chlorophyll synthesis by Cd is achieved both by reaction with
constituent biosynthetic enzymes as well as peroxide mediated
degradation.

Zinc plays essential metabolic roles in the plant, the most
significant of which is its activity as a component of a variety
of enzymes, such as dehydrogenases, proteinases, peptidases
and phosphohydroleases. Other functions related to the
metabolism of carbohydrates, proteins, phosphates, RNA
and ribosome formation. Baccio et al. (2005) have pointed
out that transition metals such as Zinc are essential micronu-
trients for many physiological processes, but they become toxic
at elevated levels, Zinc is one of the most abundant trace heavy
metals present in agro-ecosystems. Misra et al. (1994) have
mentioned that when Vicia faba seeds are treated with 0—
10 mg 17" solution of Zn chloride, Zn treatment increases its
radical length at low concentrations, but are inhibitory at high
concentrations.

The aim of this research was to study the elemental (Pb, Zn,
Cd and Fe) concentration on different soils in three sites of the
northern area of Gaza Strip, Palestine. The ability of some
crop plants (spinach, wheat, strawberry, carrot, onion, squash,
cabbage, potato, faba bean and cucumber) grown in the above
soils to accumulate different metals was studied. Effects of dif-
ferent levels of Zn and Cd soil addition on the morphological
parameters (root length, shoot height, fresh and dry weights of
shoot and root, plant pigments such as chlorophyll a, chloro-
phyll b and total carotenoids) of spinach plants were also
examined.

2. Materials and methods

Plant and soil samples were collected in 2006 from the North-
ern area (120 km?) of the Gaza Strip, Palestine. The study area
has several anthropogenic influences which could be divided
into three different sites, (industrial, urban and rural site

(Fig. 1), all lying between Israeli borders and the Mediterra-
nean sea. Four samples were collected from each site of the
study area, (A, B and C, Fig. 1). Samples of spinach, wheat,
strawberry and carrot were collected from Beit-Hanon and
Beit-Lahya, industrial and rural site (A). Onion, squash, spin-
ach and cabbage were collected from Al-Monttar and Gaza
City Center, industrial and urban site (B). Potato, carrot, faba
bean and cucumber were collected from Al-Zytoon and Shakh
Ejleen, rural and urban site (C).

All plant samples were taken at the flowering stage, were
washed in water, dipped in distilled water and divided into
their parts. They were then oven-dried at 70 °C for two days.
Soil samples were also oven-dried at 40 °C for two days. Avail-
able Fe, Pb, Zn and Cd were extracted by DTPA according to
Lindsay and Norvell (1978) and estimated by Atomic Absorp-
tion Spectrophotometer GBC 939.

Plastic pots of 80 cm length, 20 cm width and 25 cm depth
were used at the pot experiments which carried out in the open
field of the Agriculture Research Center (Ministry of Agricul-
ture), Beit-Lahya City, during two successive seasons (2006
and 2007). Each pot was filled with 25 kg soil obtained from
the Agriculture Research Center. Spinach seeds (Spinacea oler-
acea var. balady) were used, sown on the 17th of February in
the first season (2006) and in the 18th of January in the second
season (2007). Each pot received 22 g of ammonium sulfate,
18 g of potassium sulfate and 15 g of calcium superphosphate.
The fertilizers were applied to the plants as soil dressing at
three doses/season, the first dose was 15 days after seedling
emergence and the second and the third dose were applied
15 days in time intervals.

In the second season, before seed sowing, four levels of Cd
(0, 10, 20 and 40 mg kg~") were added to the soil, in contrast
to the first season, where three levels of Cd (10, 20 and
40 mg kg~ ') were added in the form of cadmium sulphate salt.
The pots were divided into four groups in the second season
and into three groups in the first season. The first group re-
ceived the normal level of fertilizers as mentioned above, but

LOCATIONMAP OF GAZA STRIP

Figure 1 The three sampling sites at the northern area of the
Gaza Strip, Palestine.
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without any other soil additions. The second, third and fourth
group were similar to the first group but the pots received Zn
with the soil addition before sowing in the form of Zinc sul-
phate at the rates (0, 100, 200 and 400 mg kg™ "). Therefore,
there were three and four levels of Cd soil addition in the first
and second season respectively, while four levels of Zn soil
addition in the two seasons served as sub-treatment. Sixteen
treatments in the second season and 12 treatments in the first
season were examined. Two samples were taken from each
treatment after 30 and 60 days from sowing and the plant
was divided into roots and leaves. The following measurements
were recorded: root length (cm), shoot height (cm), fresh and
dry weights of the shoot and root (g) and leaf area were esti-
mated in the two seasons, according to the methods described
by Hunt (1978). Fe, Zn, and Cd were determined in the two
samples (70 and 140 days after sowing) for root and shoot in
the 2nd season. Chlorophyll and total carotenoids (mg/g FW)
were extracted from the fresh leaves of plants by acetone
80% and were calorimetrically determined according to the
method described by Hoyden (1965). Data were statistically
analyzed by using factorial experiments and the means of
different treatments were compared using the least significant
different test (L.S.D.) at 0.05 level of probability in the two
samples as average of two successive seasons (Snedecor and
Cochran, 1980).

3. Results and discussion
3.1. Bioaccumulation of heavy metals in crop plants

Data in Table 1 reveal that in site A (Beit Hanoun and Beit
Lahya site), the extractable mean values of heavy metals (Pb,
Zn, Cd and Fe) were 9.9, 41.2, 0.0075 and 333.6 mgkg ', in
site B (Monttar and Gaza City Center site) 20.9, 42.9, 0.0075
and 186.0 mg kg~ !, while in site C (Al Zytone and Shakh Ej-
leen site), 16.3, 53.9, 0.00 and 248.9 mg kg ™', respectively. Sim-
ilar results were obtained by Shomar (2006) for all metals
except for Fe. The author mentioned that in the open farm
soils of the Gaza Strip the total Pb, Zn, Cd and Fe concentra-

tions were 32, 50, 0.0052 mg kgfl and 2.2% respectively, while
metal concentrations in the strawberry farm soils of the Gaza
Strip were 61, 60, 0.0067 mg kg~ ' and 1% for iron, respectively
(1% = 10.000 ppm). The concentration of heavy metals (Cd,
Zn, Pb and Fe) are in the normal range in soils, except concen-
tration of lead in some samples which were higher especially in
area B (Al Montar and Gaza Center) as well as the concentra-
tion of iron in area A (Beit Hanon and Beit Lahya).

As far as the heavy metals concentration in the plants grow-
ing in the study area is concerned, data in Table 1 indicate that
Pb concentration in plants is dependent on plant organs. The
highest concentration of Pb in site A was 22.1 mgkg™',
recorded in the root of carrots, while the lowest concentration
was 12.1 mg kg™, recorded in strawberry (fruit). Pb concen-
tration in the edible parts of the plants studied can be arranged
in the following order: carrot (root), spinach (leaves), wheat
(shoot) and strawberry (fruit). Moreover, the highest Pb con-
centration in site B was 95.0 mgkg~! and was detected in
the bulb of the onion, while the lowest concentration
(0.11 mg kg~ ') was recorded in spinach leaves. Values can be
arranged in the following order according to Pb concentration
in site B: onion (bulb), cabbage (leaves), squash (fruit) and
spinach (leaves). At site C, the highest Pb concentration
(12.5 mg kg~ ") was recorded in potato tuber, while the lowest
Pb concentration (10.1 mgkg™") was detected in cucumber
(fruit). The values of Pb concentration in site C can be ar-
ranged in the following order: potato (tuber), faba bean
(seeds), carrot (root) and cucumber (fruit). In this respect,
one may argue that the highest Pb concentration is recorded
in root, bulb and tuber, when compared with another parts
of plants (leaves, fruit and seeds). Moreover, it is important
to mention that the increase in Pb concentration in the differ-
ent organs of plants among the three different sites can be ar-
ranged in the following order: onion bulb, carrot roots, wheat
shoots, potato tuber, strawberry fruit, faba bean seeds, cucum-
ber fruit, spinach leaves, cabbage leaves and squash fruit. In
this respect, Bowen (1997) reported that the normal range of
Pb in edible vegetables range between 0.20 and 20 mg kg™
Thus, based on these data, it can be suggested that Pb

Table 1 Heavy metal concentration (mg kg~ ') in the soil and plants growing in the study area.
Study areas Sites Name and organs Metals concentration (mg kg ")
of plant Plants (dry matter) Soils
Pb Zn Cd IFle Pb Zn Cd He
Beit Hanon and Beit Lahya Al Spinach (leaves) 15.5 32.0 0.0000 19.4 18.1 46.8 0.0200 711.0
A2 Wheat (shoot) 13.1 90.3 0.0200 13.5 6.5 38.7 0.0000 412.0
A3 Strawberry (fruit) 12.1 332 0.0000 78.3 8.9 34.7 0.0000 112.0
A4 Carrot (root) 22.1 25.6 0.0100 114.0 6.0 44.7 0.0100 99.4
Mean A 15.7 45.2 0.0075 56.3 9.8 41.2 0.0075 333.6
Monttar and Gaza City Center Bl Onion (bulb) 95.0 33.2 0.0200 55.3 5.8 54.6 0.0300 447.2
B2 Squash (fruit) 1.12 54.2 0.0300 66.0 20.1 51.2 0.0000 111.2
B3 Spinach(leaves) 0.11 25.4 0.0000 65.2 24.5 5.80 0.0000 71.0
B4 Cabbage(leaves) 1.21 332 0.0100 114.0 332 60.1 0.0000 115.5
Mean B 243 36.5 0.0150 75.1 20.9 42.9 0.0075 186.0
Al Zytoon and Shahk Ejleen Cl Potato (tuber) 12.5 41.5 0.0400 54.0 12.2 41.2 0.0000 211.0
C2 Carrot (root) 11.1 42.0 0.0000 88.0 14.2 55.5 0.0000 3242
C3 Faba bean (seed) 11.2 32.7 0.0000 224 22.5 65.2 0.0000 211.5
C4 Cucumber (fruit) 10.1 30.1 0.0100 41.0 - - - -
Mean C 11.1 36.7 0.0120 51.3 16.4 53.9 0.0000 248.9
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concentration in all plants grown in the study area were within
the normal range except for onions and carrots which accumu-
lated Pb up to the normal concentration range.

It is clear from the results in Table 1 that the levels of Zn
concentration in the studied plants grown in site A could be ar-
ranged in the following order: wheat shoot, strawberry fruit,
spinach leaves and carrot root; yet, in site B it can be arranged
in the following order; squash fruit, onion bulb, cabbage leaves,
spinach leaves, while in site C it can be arranged in the follow-
ing order: carrot root, potato tuber, faba bean seed and cucum-
ber fruit. However, it is important to mention that the uptake of
Zn depends on plant species and their plant parts. Moreover,
the data revealed that leaves of some plant and root of another
plant contained the highest values of Zn compared with other
plants parts. It is reported that the normal Zn range in the plant
is 8-400 mg kg~', while the toxic level is above 400 mg kg™
(Kabata Pendias and Pendias, 1984). Therefore, it can be sug-
gested that Zn concentration in all plants grown in the study
areas was within the normal range.

It is also clear from the results in Table 1 that the levels of
Fe concentration in the different parts of plants grown in site
A can be arranged in the following order: carrot root, straw-
berry fruit, spinach leaves and wheat shoot. In site B Fe con-
centration level can be arranged in the following order:

cabbage leaves, squash fruit, spinach leaves and onion bulb,
while in site C it can be arranged in the following order: carrot
root, potato tuber, cucumber fruit, faba bean seed. In this re-
spect, Das (2000) reported that the normal iron level in plants
is between 50 and 250 mg kg~ '. Therefore, it can be suggested
that Fe concentration in all plants grown in the study areas
was within the normal range.

Results in Table 1 indicated that Cd concentration in wheat
shoot and carrot root of the plants grown in site A 0.02 and
0.01 mg kg !, respectively. In site B, though, Cd concentra-
tions were 0.02, 0.03 and 0.012 mg kg~ in onion bulb, squash
fruit and cabbage leaves, respectively, while in site C the con-
centrations were 0.04 and 0.01 mg kg~ ' for potato tuber and
cucumber fruit, respectively. However, Cd could not be
detected in the other plants. Kabata Pendias and Pendias
(1984) have reported that the Cd concentration in contami-
nated plants ranges between 5 and 30 mg kg~ ', therefore, Cd
concentration in all plants grown in the three different study
sites was within the normal range.

3.2. The effect of Zn and Cd on spinach plants

The effect of heavy metals (Cd and Zn) on growth, yield and
chemical composition of spinach plants as well as the

Table 2 Root length, shoot height (cm), leaf area, fresh and dry weight (g) of whole spinach plant of the second season in the two
samples (30 and 60 days after sowing) as affected by different levels of Cd and Zn soil additions.

Growth character 30 60

Plant age(days) Treatment  Control Znl Zn2 Zn3 Mean Cd Control Znl Zn2 Zn3 Mean Cd

Root length (cm)  Control 11.80 13.37 14.90 12.10 13.04 16.00 17.97 18.47 14.57 16.75
Cd1 10.73 12.50 11.07 10.67 11.24 13.70 15.20 16.03 14.63 14.89
Cd2 9.47 9.93 9.43 9.80 9.66 12.20 14.17 12.93 14.13 13.36
Cd3 8.40 9.23 9.17 9.10 8.98 10.17 12.23 13.17 11.43 11.75
Mean Zn 10.10 11.26 11.14 10.42 13.02 14.89 15.15 13.69
L.S.D. 0.05 Cd = 2.55Zn = NS Cd = Zn = 3.87 Cd = 1.55Zn = 1.55Cd * Zn = 2.20

Shoot height (cm) Control 21.2 223 23.9 222 22.4 29.6 31.60 32.7 27.0 30.2
Cd1 18.5 16.5 19.0 19.5 18.4 25.8 28.3 25.8 27.1 26.7
Cd2 12.9 16.9 17.7 19.4 16.7 22.9 26.2 24.9 233 24.4
Cd3 12.1 14.0 16.1 15.9 14.5 15.8 24.9 23.9 21.8 21.6
Mean Zn 16.2 17.4 19.2 19.2 23.5 27.77 26.8 24.8
L.S.D.0.05 Cd = 5.60Zn = NS Cd % Zn = 7.90 Cd = 2.487Zn = 2.48 Cd x Zn = 3.53

Leaf area Control 325.5 374.7 429.8 334.9 366.2 1080.0 1306.3 13552 11355 1219.2
Cd1 263.70 3274 251.3 297.8 285.0 856.9 1221.0  1146.6  1054.5 1069.7
Cd2 217.6 278.0 258.3 251.8 251.4 679.3 877.2  1101.1 1035.1 923.2
Cd3 159.2 282.00  205.8 193.1 210.0 830.6 945.4 790.3 906.5 868.2
Mean Zn 241.5 315.5 286.3 269.4 861.7 1087.5 1098.3 1032.9
L.S.D. 0.05 Cd = 122.1Zn = 122.1 Cd * Zn = 173.6 Cd = 136.6 Zn = 136.6 Cd * Zn = 194.3

Fresh weight (g) Control 14.38 14.60 14.01 12.42 13.85 33.16 36.34 37.91 31.01 34.6
Cdl 11.96 12.74 12.36 11.81 12.22 26.35 33.75 31.79 31.59 30.87
Cd2 10.39 12.35 10.93 10.25 10.98 21.06 27.15 28.81 24.90 25.48
Cd3 9.13 10.80 10.06 9.67 9.91 17.36 23.68 26.62 25.16 23.20
Mean Zn 11.46 12.62 11.84 11.04 24.48 30.23 31.28 28.16
L.S.D.0.05 Cd =349 Zn = NS Cd *Zn = 4.96 Cd =343 Zn = 343 Cd xZn = 4.89

Dry weight (g) Control 1.241 1.219 1.379 1.049 1.222 3.98 4.39 4.57 3.56 4.12
Cdl 0.870 1.065 0.952 0.970 0.964 2.96 3.76 3.83 3.20 3.44
Cd2 0.716 0.912 0.833 0.732 0.798 2.40 3.06 3.40 2.93 2.94
Cd3 0.605 0.836 0.749 0.706 0.724 1.90 2.96 3.16 2.64 2.66
Mean Zn 0.858 1.008 0.978 0.864 2.81 3.54 3.74 3.08
L.S.D.0.05 Cd = 0.402Zn = NS Cd = Zn = 0.572 Cd = 0.51 Zn = 0.51 Cd «Zn = 0.72

Znl = 100 mg kg ', Zn2 = 200 mg kg !, Zn3 = 400 mgkg . Cdl1 = 10 mgkg ', Cd2 = 20 mgkg ', Cd3 = 40 mg kg '
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interaction between Cd and Zn in plants, at pot experiments,
were also examined. Moreover, attempts were made to reduce
the toxicity effect of Cd by using different rates of Zn. Growth
of spinach at the different ages (30 and 60 days after sowing)
was measured by recording root length, shoot height, fresh
and dry weights of the shoot, root and leaf area. At harvesting,
yield and yield components were recorded. It is worthy men-
tioning that during the two seasons plants showed similar re-
sponse to Cd and Zn soil additions, either alone or in
combination.

Table 2 clearly demonstrates that Cd soil addition, either
alone or combined with Zn, gradually and significantly de-
creased all of the studied growth characters. Reduction signif-
icantly increased when increasing the addition of Cd soil,
either alone or combined with Zn, in order to reach its maxi-
mum reduction at the highest Cd level of (40 mg kg™ ') in the
two samples of two seasons, with some exceptions being re-
ported. Similar results have been observed for spinach (El
Nabarawy, 2002) and carrot plants (Salim et al., 1992).

Data in Table 2 indicated that at the three levels of Zn all of
the studied growth characters significantly increase, except for
the fresh and dry weight of shoot, root and whole plant and
root length, shoot height in the first sample, which were not
significantly affected when compared to the control Zn-
untreated plants. In this respect, Zn is an essential component
of over 300 enzymes (Fox and Guerimot, 1998). In most of
these enzymes, Zn constitutes an integral of the enzyme struc-
ture. It is important to mention that for both seasons, the low-
est parameter values were monitored on the plants treated with
the highest rate of Zn, alone or combined with Cd soil addi-
tion, as compared to the plants treated with the lowest rate
of Zn alone, or plants treated with the three different rates
of Cd. In this respect, Abd El Aziz et al. (1987) working on
faba bean mentioned that increasing Zn soil addition from
0.5 to 1.0 kg generally reduced dry weight of shoot. It might
be suggested that the favorable effect of Zn soil application

on plant growth as well as the detrimental effect of high Zn soil
addition might be attributed to its effect on enzymatic systems
responsible for the biosynthesis of amino acid, protein, chloro-
phyll and photosynthesis.

Data in Table 3 reveals that, the concentration of all of the
plant pigments (chlorophyll a, chlorophyll b and total carote-
noids) significantly decreased with increasing Cd soil addition,
either alone or combined with Zn at all levels. Concentrations
of the total carotenoids in the two samples of the first season
and chlorophyll b in the first sample of the first season were
not significantly affected, as compared to the control un-
treated-Cd plants, with some exceptions. In this connection,
Bazzaz and Govindjee (1974) reported that Cd adversely af-
fects the emerge producing mechanisms of chloroplasts and
mitochondria.

Moreover, all plant pigments (chlorophyll a and b) in the
two samples significantly increased with increasing Zn soil
addition, but chlorophyll b in the two samples of the second
season which was not significantly affected, while total carote-
noids in the two samples of the two seasons were not signifi-
cantly affected with increasing zinc soil addition, as
compared to the control untreated-Zn plant. In this respect,
Garg et al. (1986) reported that the application of Zn increased
chlorophyll a and b concentration.

Concerning the effect of Cd soil addition on Cd concen-
tration in the shoots of spinach plants, it is clear from the re-
sults in Table 4 that in the two successive samples, significant
and gradual increases in Cd concentrations were recorded at
the spinach shoot supplied with the three rates of Cd either
alone or combined with Zn when compared to the control-
untreated or the control-Cd untreated plants. Cutler and
Rains (1974) working on barley found three passive mecha-
nisms for Cd uptake: exchange absorption, irreversible bind-
ing and diffusion.

Concerning the Zn concentration in the spinach shoot, the
results showed that in the second sample the shoot always

Table 3 Chlorophyll a and b as well as carotenoids concentrations (mg/g fresh weight) in the leaves of spinach plant in the two
samples (30 and 60 days after sowing) as affected by different levels of Cd and Zn soil additions in the second season.

Plant age (days) 30 60

Plant Pigment  Treatment Control Znl Zn2 Zn3 Mean Cd Control Znl Zn2 Zn3 Mean Cd

Chlorophyll a  Control 3.81 3.58 2.80 3.57 3.44 5.47 5.45 4.78 5.62 5.33
Cdl 3.20 3.31 3.15 3.38 3.26 3.58 4.17 4.22 4.36 4.08
Cd2 2.67 2.77 2.10 3.06 2.65 3.23 4.03 4.15 441 3.95
Cd3 3.04 3.06 2.75 3.04 2.97 2.93 3.87 4.22 4.38 3.85
Mean Zn 3.18 3.18 2.70 3.26 3.80 4.38 4.34 4.69
L.S.D. Cd = 0.558Zn = 0.558Cd = Zn = (.794 Cd = 0.662Zn = 0.662 Cd = Zn = 0.941

Chlorophyll b Control 1.330 1.150 1.160 1.470 1.278 1.607 1.813 1.557 1.853 1.708
Cd1 1.180 1.120 1.087 1.010 1.099 1.480 1.540 1.477 1.603 1.525
Cd2 0.940 1.113 1.120 1.340 1.128 0.920 1.250 1.367 1.623 1.290
Cd3 1.427 1.263 1.387 1.357 1.358 1.313 1.490 1.287 1.227 1.329
Mean Zn 1.219 1.162 1.188 1.294 1.330 1.523 1.422 1.577
L.S.D.0.05 Cd =0.219 Zn = NS Cd «Zn = 0.311 Cd = 0.289 Zn = NS Cd « Zn = 0.411

Carotenoids Control 1.457 1.413 0.790 1.387 1.262 1.413 1.837 1.270 1.537 1.514
Cdl 1.357 1.230 1.047 1.297 1.233 1.443 1.343 1.293 1.143 1.306
Cd2 1.027 1.053 0.927 1.263 1.068 0.803 1.327 1.320 1.013 1.116
Cd3 1.293 1.067 0.943 1.057 1.090 1.247 1.133 1.137 1.417 1.233
Mean Zn 1.283 1.191 0.927 1.251 1.227 1.410 1.255 1.278
LS.D.0.05 Cd=NSZn=0.197Cd * Zn = 0.2.79 Cd = 0.2287Zn = NS Cd * Zn = 0.325

Znl = 100 mg kg~ !, Zn2 = 200 mg kg~', Zn3 = 400 mg kg~'. Cd1 = 10 mg kg™, Cd2 = 20 mg kg~', Cd3 = 40 mg kg™ "
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Table 4 Cd, Zn and Fe concentrations (mg kg~ ') of spinach shoot in the two samples (30 and 60 days after sowing) as affected by

different levels of Cd and Zn soil additions in the second season.

Plants age 30 60

(Days) Treatment Control Znl Zn2 Zn3 Mean Cd Control Znl Zn2 Zn3 Mean Cd

Cadmium (mg kg ')  Control 1.15 1.44 1.44 1.11 1.28 1.88 1.88 2.32 2.02 2.03
Cdl 493 3.55 5.47 6.39 5.08 9.07 8.91 8.20 8.75 8.73
Cd2 5.06 5.78 7.42 6.96 6.30 8.25 9.91 8.48 7.33 8.49
Cd3 6.66 6.53 6.85 7.80 6.96 8.72 8.59 8.71 8.76 8.70
Mean Zn 4.45 4.32 5.29 5.56 6.98 7.32 6.93 6.72
LS.D.0.05 Cd=1.647Zn=NSCd=Zn =234 Cd = 1.45Zn = NS Cd « Zn = 2.06

Zinc (mg kg 1) Control 27.0 57.4 63.0 58.0 51.4 30.5 57.0 54.5 59.0 50.3
Cdl 22.5 55.0 53.5 59.0 47.5 29.0 30.5 40.0 47.5 36.8
Cd2 26.5 58.5 60.0 51.0 49.0 27.0 36.5 58.5 53.5 43.9
Cd3 25.0 55.0 57.5 52.0 47.4 25.5 29.5 42.0 57.0 38.5
Mean Zn 253 56.5 58.5 55.0 28.0 38.4 48.8 54.3
LS.D.0.05 Cd=0NSZn=48Cd=*Zn = 6.7 Cd=787Zn=78Cdx*Zn = 11.1

Iron (mg kg™ ") Control 58.0 69.5 74.5 71.5 68.4 71.0 94.0 77.0 85.0 81.8
Cdl 50.5 59.5 75.5 62.5 62.0 62.0 89.5 71.5 72.5 73.9
Cd2 44.5 64.5 74.0 62.5 61.4 57.5 69.0 75.5 86.0 72.0
Cd3 33.0 57.0 62.0 75.5 56.9 46.0 68.0 73.5 91.5 69.8
Mean Zn 46.5 62.6 71.5 68.0 59.1 80.1 74.4 83.8

L.S.D. 0.05

Cd=58Zn=58Cd*Zn =282

Cd=55Zn=55Cd*Zn = 7.8

Znl = 100 mg kg~!, Zn2 = 200 mgkg~', Zn3 = 400 mg kg~ '. Cdl = 10 mgkg !, Cd2 = 20 mgkg ', Cd3 = 40 mg kg~ '

contained the highest values of Cd when compared with the
values in the first sample. Thus, it can be suggested that the
time of explosion is a very important factor for Cd uptake
and accumulation in plants. Kabata Pendias and Pendias
(1984) reported that cadmium concentration in contaminated
plants ranges between 5 and 30 ppm.

The results in Table 4 reveal that the range of Cd concen-
tration in the shoots of spinach plant treated with the three dif-
ferent rates of Cd alone (10, 20 and 40 mg kg~ ') was between
2.22 and 4.93 mg kg™ in the first sample and between 8.73 and
9.06 mg kg~ in the second sample. Thus, it can be concluded
that Cd concentrations in the shoot of spinach Cd treated
plant were within the normal range and not at a toxic level.
It was concluded that when Cd soil was >22.3 mg /kg the
yield, nutrient content as well as physiological and biochemical
properties of mulberry leaves showed distinct change, and the
damage became greater as cadmium concentration increased
(Chen et al., 1996).

As regards the effect of Zn soil addition to Cd concentra-
tion in spinach shoots, it is clear from the results that, there
was non significant affect in the second sample but in the first
sample significant decrease of Cd concentration was obtained
by the shoot of the spinach plant supplied with the lowest level
of Zn treatments when compared with control plants untreated
Zn. In this respect, it can be suggested that Zn soil addition
may be overcome to some extent, the inhibition effects of Cd
on absorption, accumulation and translocation within spinach
plant. Similar results were reported by Choudhary et al. (1994)
on wheat plant However, Dabin et al. (1978) concluded that
Zn and Cd are bound to different legends in rice roots. Also,
Zn was found in some cases to depress Cd uptake indicating
some kind of interaction between these two metals. On the
other hand, it is important to mention that as reported before
high values of Cd concentration were obtained by the shoots of
spinach plants supplied with the three different rates of Zn
combined with the three different rates of Cd when compared

with control-untreated plants or plants supplied with the same
level of Zn or Cd soil addition, in this respect, it can be sug-
gested that the effect of Zn soil addition on plant Cd concen-
tration might depend on the concentration of Cd and Zn in the
soil.

Concerning the effect of Cd and Zn soil addition to Zn con-
centration in spinach plants, the results in Table 4 indicated
decrease in Zn concentrations by the shoot of spinach plant
supplied with the three different rates of Cd soil addition either
alone or combined with Zn in the second sample alone, while
no significant affect on the first sample when compared with
control-untreated plant or control-Cd untreated plant. More-
over, the results revealed that the range of Zn concentration
in the shoots of spinach plants treated with the three different
rates of Cd alone (10, 20 and 40 mg kg™") was between 22.5
and 25.0mgkg™" in first sample and between 25.5 and
29.0mg kg~ ! in the second sample. As regards the effect of
Zn soil addition to zinc concentration in spinach plants, the re-
sults in Table 4 revealed that significant and gradual increases
in Zn concentration were recorded by shoot of spinach plant
supplied with the three different rates of Zn either alone or
in combined with Cd soil addition when compared with con-
trol-untreated plants or plant supplied with Cd soil addition
alone. Moreover, it is clear from the results, that Zn concentra-
tion in shoot of spinach plant was in accordance to its levels in
soil. It has been reported by many researchers that certain
essential heavy metals, such as Zn are taken into plant cells
by metabolic mechanisms (Marschner, 1995).

Regarding the Zn concentration in the shoot of spinach
plants the results in Table 4, one may notice that the range
of Zn concentration in the shoots of spinach plants treated
with the three different rates of Zn alone (100, 200 and
400 mg kg~ ') was between 57.4 and 58.0 mg kg~ ' in the first
sample and between 57.0 and 59.0 mg kg~ in the second sam-
ple. The normal Zn level in plant dry weight is reported to be
8-400 mg kg~ !, while the toxic level is >400 mg kg~ ' (Kabata
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Pendias and Pendias, 1984). Thus, zinc concentration in the
spinach shoot was within the normal rang regardless of zinc
soil addition levels.

Data in Table 4 also indicate gradual decreases in Fe con-
centrations in the shoot of spinach plant supplied with the
three different rates of Cd soil addition, either alone or
combined with Zn in the two samples, when compared with
control-untreated plants or plants supplied with the three dif-
ferent rates of Cd combined with any of the three different
rates of Zn. In this respect, Siedlecka and Krupa (1999) report
that Cd is one of the most dangerous environmental pollu-
tants, it interacts with Fe modifying effects of deficient or
excessive Fe supply. Their distribution, plant growth and pho-
tosynthesis are explained. Also, Fe transporters have been
shown to be able to transport several metals including Cd in
Arabidopsis (Korshunova et al., 1999). Moreover, Yang
et al. (1996) reported that influx of Fe decreased with
increasing external Cd levels, in maize plant grown with Cd
up to 14 uM compared to control. Thus, it can be suggested
that the several detrimental effects of Cd soil addition on
growth and yield of spinach plant may be partially due to de-
creases in Fe concentration within the plants. Regarding the ef-
fect of Zn soil addition on iron concentration in spinach shoots,
results in Table 4 reveal significant increases in Fe concentration
were recorded at the shoot of spinach plant, supplied with the
three different rates of Zn, either alone or in combined with
Cd soil addition when compared with control-untreated plants
or plants supplied with Cd soil addition alone.

4. Conclusions

In conclusion, the concentration of Pb, Cd, Zn and Fe is within
normal range in soils except the concentration of lead and iron in
some sites of the study area. However, the accumulation of
heavy metals was within the normal range and is dependent
on plant species and their organs. Work is in progress to estimate
toxic metal concentration in different sites of Gaza Strip—
Palestine. Regarding to the effect of cadmium and zinc on spin-
ach plants at pot experiments, the observed reduction of growth
characters and plant pigments, with increasing cadmium soil
addition either alone or combined with zinc soil addition might
be partially due to the increase in cadmium concentration and
consequently its negative effects on net photosynthesis, transpi-
ration, chlorophyll a as well as nutrient contents.
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Abstract We propose an alternative treatment to describe the spatial-dependence of the non-

resonant two-photon mazer. Previous work presented a treatment for studying the cold atom

Moving atoms;
Two-photon process

micromaser (mazer) but under certain restrictive conditions. We now extend those results to a gen-
eral case taking into account the spatial dependence, off-resonant interaction and Stark-shift. In a

mesa mode profile, we obtain an exactly analytic solution of the model, by means of which we ana-
lyze the analytical form of the emission probability. We demonstrate that, when the spatial depen-
dence effects are taken into consideration, the feature of the emission probability is influenced

significantly.

© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

1. Introduction

Cold and ultracold atoms introduce new regimes in atomic
physics often not considered in the past (Wieman et al.,
1999). Many new concepts and new phenomena, that involve
ultracold atoms, are proposed or observed. Among them are
atom optics (Adams et al., 1994), Bose Einstein condensation
(Griffin et al., 1995), atom lasers (Bloch et al., 1999), nonlinear
atom optics (Lenz et al., 1994), nonlinear optics of matter
waves (Goldstein et al., 2000) and mazer action (Scully et al.,
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1996; Meyer et al., 1997; Loffler et al., 1997; Schroder et al.,
1997; Zhang et al., 1999; Aran et al., 2000). In these phenom-
ena, the interaction between ultracold atoms and quantum
radiation fields plays an important role (Haroche et al.,
1991; Englert et al., 1991) and the quantization of the center-
of-mass (c.m.) motion of atoms must be taken into account
in studies on this kind of interaction. Studies in Haroche et
al. (1991) and Englert et al. (1991) have been extended by
including the dissipation of the photon energy into the descrip-
tion in Battocletti and Englert (1994). In all these previous
studies, the mazer properties were always presented in the res-
onant case where the cavity mode frequency is equal to the
atomic transition frequency. In Obada and Abdel-Aty (2000)
and Abdel-Aty and Obada (2002a,b) those restrictions have
been removed and a general theory of the mazer has been
established. Further, the research on quantum treatment of
the atomic motion has been extended to study the off-resonant
case (Bastin and Martin, 2003).

On the other hand, during the last decade many theoretical
and experimental efforts have been done in order to study two-
photon processes involving atoms inside a cavity, stimulated
by the experimental realization of a two-photon micromaser.
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In view of continuing technological improvements in micro-
cavities even at optical frequencies recent work (Concannon
et al., 1997) has motivated the examination of certain aspects
of the two-photon mazer theory that are fundamental to the
process. These aspects have their counterpart in the usual sin-
gle-photon mazer, but rather different behavior is to be ex-
pected in the two-photon case, owing to the essential
nonlinearity of the process. We have here in mind a degenerate
two-photon mazer with the upper state connected to the lower
one by a two-photon process.

We discuss the emission probability of the two-photon sys-
tem, taking into account the spatio-temporal dependence. This
is most conveniently accomplished in a quantum theory of the
mazer formalism in terms of the dressed state approach (Scully
et al., 1996; Meyer et al., 1997; Loffler et al., 1997; Schroder
et al., 1997; Si-de et al., 1998, Zhang and He, 1998 and Zhang
et al., 2002). To make the two-photon processes closer to the
experimental realization, we include the effect of the dynamic
Stark shift in the evolution of the emission probability, which
is necessary and interesting. Related treatment discussing the
quantum theory of the two-photon maser without the spatial
dependence (i.e. in front and after leaving the cavity), have been
presented in the literature (Zhang et al., 1999). However in this
problem three regions are distinguished: in front of the cavity
described by u(z) where incident and reflected waves are pres-
ent, inside the cavity represented by u(z), 1(z, L) where transient
regime occurs; and after leaving the cavity described by u(z, L)
where transmitted waves are present with u(z) the step-func-
tion. Other extensions are made namely the off-resonance case
and the Stark shift effect are considered. Contrary to what is
claimed in Bastin and Martin, 2003 we find that the problem,
in the mesa mode case, reduces to an elementary scattering
problem over a potential barrier and a potential well defined
by the cavity even in the presence of detuning and Stark shift.

The material of this paper is arranged as follows: in the sec-
tion ‘General scheme’ we start with the theoretical description
of the model. We obtain an exactly analytic solution of the
model, by means of which we analyze the analytical form of
the emission probability. Finally conclusions are presented in
the last section.

2. General scheme

The concept of the mazer has been applied to the two-photon
process in Zhang et al. (1999). They have studied the quan-
tized-z-motion-induced emission and the photon statistics of
the micromaser pumped by slow atoms after leaving the cavity
thus they did not include terms which describe the incident and
transient parts in the wave function, which when added alter
the dynamics of the system. However in this problem we have
three regions: one of them described by u(z) which represents
the wave function in front of the cavity, u(z) — u(z, L) which
represents inside the cavity of length L, and the last one with
u(z, L) which describes the wave function after leaving the cav-
ity. But, if the ideas are to be contemplated for applications,
the issue of propagation inside the cavity is crucial. Addressing
this issue is the purpose of the present paper.

We consider a two-level atom moving along the z-direction
in the way to a cavity of length L. The atom is coupled with a
two-photon transition to a single-mode of the quantized field
present in the cavity. The atom-field interaction is modulated

by the cavity field mode function. The atomic center-of-mass
motion is described quantum mechanically and the rotating-
wave approximation is made. The Hamiltonian describing
the system is given by

A== hofda+ (101~ D) +da) 1)
(T 1+ Bl (D) +§A(| D T=10 0D
+ Wa(z)(| )T |a™ + @ 1)), (1)

where P. is the atomic center-of-mass momentum along z-axis.
We denote by 4, the atom-field coupling strength for the inter-
action between the cavity field and the atom, u(z) is the mode
function of the cavity field and m is the atomic mass. ff; and f3,
are parameters describing the intensity-dependent Stark shifts
of the two levels that are due to the virtual transitions to the
intermediate relay. The operator a (a ) is the annihilation (cre-
ation) operator for the cavity field, w is the field frequency and
A the detuning parameter. When a cold atom is approaching
the interaction region, it can be reflected or transmitted
according to quantum scattering theory.

In the interaction picture, let us write Eq. (1) in the follow-
ing form:

B

H= %-‘r V,

. o h (2)

V=B T+ Bud'al DD +540 DA =11 D)
+hau(2)(] (1 1a® + @ 1)L ).

The global Hilbert space of the system is given by

H = H.® H,® Hp with H. the space of the wave functions
describing the one-dimensional atomic center-of-mass motion,
H 4 the space describing the atomic internal degree of freedom,
and Hp the space of the cavity single mode radiation. It is
expedient to expand the atom-field state in terms of the states

|®0> = |07 l>>
|®1> = |17 l>a
|®) =sin (%) |n, T) + cos (%) n+2,1), (3)
;) = cos (%) In, 1) —sin (%) +2.1),
where

o tan! Ju(z)\/(n+1)(n+2)
0, =2 x tan ,

oy — (% + % mp, — (n+ z)ﬁl])

(4)
The states |®;) are z-dependent through the trigonometric
functions, they satisfy

a +\ F dQn

E|(pn> - :l:‘(bn> dZ )

o do do,\’ (5)
+ — = Sn + n

azz|(pn> i‘d)n> dZZ |(pn>(d2) .

Then, (z|¥()) can be expanded in the form (z|¥(¢)) =
3,c5(z,1)|®F) and it satisfies the Schrodinger equation

n-n
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i (A(0)) = A (1),

Hence the coefficients C;(z, ¢) satisfy the coupled equation

0Cizn (1 (AN
a <_%@+ = (E> G0
C ( ) dQ" — dQ,, :
_<27(dz)+c"(z’t)(dz) @
06,60 (L1 & (NN,
o 2m 0z2 " dz e

(o) e () o

= 2 inps + (n+2)B)

where

Vi)

n

:t?z\/(g+;[n[f2— (n+2)[31]> + 222 (2)(n+1)(n+2),

(®)

Eqgs. (6) and (7) mean that, we get for each n two coupled par-
tial differential equations. But once u(z) is taken to be con-
stant, then ‘/”" will vanish and these equations are decoupled
over the entlre z-axis and the problem reduces to an elemen-
tary scattering problem over a potential barrier and a potential
well defined by the cavity even in the presence of detuning and
Stark shift. This can be contrasted with what has been claimed
earlier (Bastin and Martin, 2003).

In what follows we study the mesa-mode case of the field
which means that u(z) is constant inside the cavity and zero
outside the cavity. In this case the states (3) become the dressed
states of the system. We assume that, initially, the atomic cen-
ter-of-mass motion is not correlated to the other degrees of
freedom. We describe it by the wave packet

X(2) = (z](0)) = / dkG(k)e*0(~2). (9)

We denote by 0(—z) the Heaviside step function (indicating
that the atoms are incident from the left of the cavity). The
Fourier amplitudes G(k) are adjusted such that the center of
the wave packet enters the cavity at time ¢z = 0. The initial
state of the system can be written

Zq,,m [cos (3)11)+sin (3)e | 1]

=sin <§> e (ql0,1) +q,11,1))

+Z{qncos( )Ins 1)+ d,asin (3) e ?ln+2,1) }

—sin (3)e " (qul@o) + ) |#1)) + (Yo [, + Vi |97)),
n=0

(10)

where
Y,. = q,sin (%) cos (%) + ¢,y.5 COS (%) sin (%) e,

_ (11)
Y,- =gq,cos (%) cos G) — (., Sin (%) sin G) e '’

In a mesa mode profile, the wave function of the atom-field
interaction can be obtained using a straightforward calcula-
tion, in the following form

) = [ G (—72’;;) S,

([ (rsin () s (3)

+4; cos (“7) sin (5) e”"")e’”‘z}(i(fz)

+{B; sin (an) cos (2> + B, cos <Q2n> sin 6)6’”}
w0z L)

+{ (a et B x e Z) sin (%) cos (%)

x (o, €1 + B, e %) cos (02}1) sin (%) X ei“’}

x[0(z) = 0(z = D)])In, T)

+ {A+ cos <gn) sin <§> — A, sin <Q2n> cos 6) }

x e ®0(—z) + {B+ cos <Q2 ) sin (;) — B, sin (%)

X oS G) }e’”z’”(}(z -L)

+{(*”"+ﬁi #)eos ()5 (3)

x e (o, €7 — B e %) x sin (%) cos (%)}

x[0(z) = 0(z = L)) In+2, 1)), (12)

where, the coefficients A%, of the reflected waves BT, of the

n’ n’

transmitted waves and o and ,B“ of the transient regime are
given by

irEsin(kL) . e ik
T B, (k) = T E
cos(k; L) — io;, sin(k;, cos(k;, L) —io;, sin(k;, L)

5
l) n

k ik, L ,—ikL

_E)el n Lo~k

1 &\ piki L ik 1
o 2(l+k$)e e B ) = 2(1

Ax (k) =

o (k) = ,
% cos(k; L) —idFsin(k L)’ cos(k; L) —i5; sin(k L)’
(13)
where
§i:l §+i ifl i_i
"2\ k k) 2\ k k)
A
R=k+22 1= 2+ 2 4-2p,),
h h
)
6 =\ =, — e 7R D05 2),
(14)
It is to be noted that the vacuum coupling energy

h). = (hy)’/2m, and ik is the atomic center-of-mass momen-
tum. To make a shortcut to the two-photon JC-model consid-
ered in the standard studies of the quantum optics we may
write the time dependent exponent explit/ik’ /2m] in the term
with [0(z) — 0(z — ])], i.e., inside the cavity in the following

form exp( ["k” + E} ), where E, =1[nf, + (n+2)p] +

W&+ 220+ 1)(n+2).

When the spatial dependence is not taken into consider-
ation, the wave function goes automatically to the well known
wave function for the standard two-photon JC-model. The
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solution (10) contains the regions inside and outside the cavity.
The region inside the cavity, the contributions of the dynamic
Stark effect and the off-resonant case have not been considered
in earlier studies for the two-photon cases (Zhang et al., 1999).

3. Emission spectra

If the cavity field is initially prepared in the coherent state, we

have the following photon-number distribution
. ﬁﬂ
P(n) = exp(n) o = 2, (13)

where 7 is the averaged photon number. With the wave func-
tion calculated, any property related to the atom or the field
can be calculated. Let us denote by p(7) the atom-field density
matrix, that its elements p; are

py= D (2 (O (W (0)]z.))- (16)

With the wave function calculated, any property related to the
atom or the field can be calculated.

py =y Izl (). (17)

The probability of finding the atom in the upper state is given
by p.. = (C|C) and the probability of being in the ground state
is given by pg, = (SI|S), where

/de exp (—1—) an

x ([" + (4, sin 6, + A4, cos0,) x e *]0(—z2)
+(B; sin0, + B, cos0,)e*""H0(z — L)

+{ <oc x en? 4 ﬂ:e’”"jz) sin 0,

+ (o, €% + e %) cos 0, }[0(z) — 0(z — L)])|n),  (18)

:/de(k) exp (—z—) an (4, cosO,— A, sin0,)e

x0(—z) + (B*cos@,,an sin6), ) e L)B(sz)
+{< ey Bl )cosO,,—( i Be i"')sinO,,}
x[0(z) —0(z— L)])|n+2). (19)

In what follow, we shall investigate the properties of the spatial
dependence on the emission probability when we take the dis-
tribution function G(k) = d(k — ko). The emission probability
is given by

P,= " P(n)|{4] cosb,— 4, sin0, )
+HB:C059,,—

+ ‘{ (Dﬁ»elkﬂl_ _'_ﬁjl»e—l/\

B, sin@n}!2

(20)

The spatial dependence of the cavity field shows that the emis-
sion probability depends not only on the statistics of the field
but also on the momentum distribution of the atomic mass
center. The first part in Eq. (20) is the contribution from the
reflected waves, the second part is due to the transmitted
waves, and the third part is the contribution of the transient
regime.

3)cos€,,—(oc e — B e %) sin0), HZ

This last part plays an essential role in the emission prob-
ability. It does not appear possible to express the sums in
Eq. (20) in closed form, but for not too large mean photon
number, direct numerical evolutions can be performed.
Resorting to Eq. (20), in the following we investigate the re-
sponse of the atom to the coherent cavity field when it expe-
riences a transition from classical regime to the quantum
regime.

4. Conclusions

In this paper we have presented the non-resonant two-photon
mazer in the presence of Stark shift effect taking into account
the spatial-dependence. The full solution is given and the case
of the inter-cavity is considered in detail. The situation here is
somewhat different from the cold atom scheme that has al-
ready been examined (Scully et al., 1996; Meyer et al., 1997;
Loffler et al., 1997; Schroder et al., 1997). The emission prob-
ability of the system is also calculated and investigated with
special emphasis on its spatial dependence. The results of this
paper may be tested with micromaser-like experiments by
using a high-Q micromaser pumped by cold atoms with very
high principal quantum number (Walther et al., 2000; Varcoe
et al., 2000; Weidinger et al., 1999).
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Abstract In this paper, we introduce the concept of lattice valued double fuzzy syntopogenous
structures in framework of double fuzzy topology (proximity and uniformity). Some fundamental
properties of them are established. Finally, a natural links between double fuzzy syntopogenous
structure, double fuzzy topology, double fuzzy proximity and double fuzzy uniformity are given.
© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

1. Introduction and preliminaries

Kubiak (1985) and Sostak (1985) introduced the notion of (L-)
fuzzy topological space as a generalization of L-topological
spaces (originally called (L-)fuzzy topological spaces by Chang
(1968) and Goguen (1973). It is the grade of openness of an
L-fuzzy set. A general approach to the study of topological-
type structures on fuzzy powersets was developed in Hohle
(1980), Hohle and Sostak (1995), and Kubiak (1985).

As a generalization of fuzzy sets, the notion of intuitionistic
fuzzy sets was introduced by Atanassov (1986). Recently,
Coker (1997) and Coker et al., 1996 introduced the notion of
intuitionistic fuzzy topological space using intuitionistic fuzzy
sets. Samanta and Mondal (2002) introduced the notion of
intuitionistic gradation of openness which a generalization of
both of L-fuzzy topological spaces and the topology of intui-
tionistic fuzzy sets (Coker, 1997).
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Working under the name ““intuitionistic”” did not continue
because doubts were thrown about the suitability of this term,
especially when working in the case of complete lattice L.
These doubts were quickly ended in 2005 by Garcia and
Rodabaugh, 2005. They proved that this term is unsuitable
in mathematics and applications. They concluded that they
work under the name “‘double”.

Csaszar (1963) gave a new method for the foundation of
general topology based on the theory of syntopogenous struc-
ture to develop a unified approach to the three main structures
of set-theoretic topology: topologies, uniformities and proxim-
ities. This enabled him to evolve a theory including the foun-
dations of the three classical theories of topological spaces,
uniform spaces and proximity spaces. In the case of the fuzzy
structures there are at least two notions of fuzzy syntopoge-
nous structures, the first notion worked out in (Katsaras,
1988, 1985a, 1983) presents a unified approach to the theories
of Chang (1968) fuzzy topological spaces, Hutton fuzzy uni-
form spaces (Hutton, 1977), Katsaras fuzzy proximity spaces
(Katsaras, 1985b, 1980, 1979) and Artico fuzzy proximity
(Artico and Moresco, 1984). The second notion worked out
in Katsaras (1991, 1990) agree very well with Lowen fuzzy
topological spaces (Lowen, 1976), Lowen—-Hohle fuzzy uni-
form spaces (Lowen, 1981) and Artico-Moresco fuzzy proxim-
ity spaces (Artico and Moresco, 1984).

In this paper, we establish the concept of double fuzzy syn-
topogenous structures as a unified approach to theores of
(Hohle and Rodabaugh) double fuzzy topology, double fuzzy
proximity spaces and double fuzzy uniformity spaces. Some
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fundamental properties of them are established. Finally, the
relationship among double fuzzy syntopogenous structures,
double fuzzy topology, double fuzzy proximity and double fuz-
zy uniformity is studied.

Throughout this paper, let X be a nonempty set and
L= (L,<,v,A, L T) a completely distributive lattice where
1(T) denotes the universal lower (upper) bound.

Definition 1.1. CQML, the category of complete quasi-monoi-
dal lattices, (Rodabaugh, 2003).

Comprises the following data, where composition and
identities are taken from SET:

(1) Objects: (L,<,®) where ©® : Lx L — L is isotone and
TOT=T.

(2) Morphisms: All SET morphisms preserves O, T and
arbitrary v.

Definition 1.2. Categories related to CQML (Rodabaugh,
2003).

(1) QUML, the category of quasi-uniform monoidal lattices
is the full subcategory of CQML for which < ©® « is
associative, commutative and < T « is identity.

(2) DQML, the category of deMorgan quasi-monoidal lat-
tices is the full subcategory of CQML for which * is
an order-reversing involution and each morphism pre-
serves the involution.

(3) QUANT, the category of quantales is the full subcatego-
ry of CQML for which © is distributive over arbitrary
joins, i.e.,

([;/l' V,‘) ©s= ié/l"(ri © S).

(4) CQUANT, the category of coquantales is the full subcat-
egory of CQML for which © is distributive over arbi-
trary meets, i.c.,

(ié\l' M os= ié\l"(r[ ©s).

(5) DQUAT, the category of deMorgan, quasi-uniform
monoidal quantales.
In this paper, for each (L, <, ©,*) € DQUAT, we define
x®y=(x 0)).

(6) DBIQUAT = DQUAT N T COQUANT.

(7) CMVAL, the category of complete MV-algebra is the
full subcategory of DBIQUAT for which it satisfies

MV) (x> y)>y =xvy, for all x, y € L where x>y is
defined by x—y = v{dx©®z<y}and x* = x— L.

Definition 1.3 (Kim and Ko, 2008). Let (L,<,0,®,%*)
c|DQUAT and ¢ : X— Y be a function. For each
x{yzeLylierl, f,ge L and f; € LY. we have:

) Ify<z(xoy)<(xoz)and (xdy) < (xOz).
Q) xOy<xAy<xVy<xoy.
) Avi=(Vy) and Vi =(Ay)"
@ x@(Ay)=Axay).
iel’ iel’
Definition 1.4 (Cetkin and Aygun, 2010). The maps

T,T*: LY — Lis called double fuzzy topology on X if it sat-
isfies the following conditions:

(LOV) T (f) <(T*(f))", forall felL®,

(LO2) T(1y) =T (ly) =T and T (1y) =T (ly) = L,

(LO3) T(fiofr)) 2 T(H)OT(fi) and T'(fi ©12) <
T ()T (f1), foreachf,, f,elL",

(LOH) T(v /) > A T() and T'(V.f) < V. T(7)

foreach f,€L*, i€A.

The pair (X, 7,7 ") is called an double fuzzy topological space
(dfts, for short).

Let (X,7:,7;) and (Y,T,,75) be dfts’s. A map ¢ :
X — Yis called fuzzy continuons iff 7> < T jo ¢; and T >
Tiodr.

2. Double fuzzy topogenous order and double fuzzy topologies
Definition 2.1. A maps 7, n" : LXx LY — L is called double

fuzzy semi-topogenous order on X if it satisfies the following
axioms:

(LST1) n(f,g) < (n*(f,g))", forall f, gelL*,
(LST2) n(lx, lx) =n(lp, 1) =T and

1 (1x, 1x) = " (1p, 1y) =L,
(LST3) Ifn(f,g) # L and n*(f,g) # T, thenf <g,

(LSTH) If f1 < f, g <g,
and n*(f1,&,) = n"(f.g)-

Proposition 2.2. Let (1,5 ) be a double fuzzy semi-topogenous
order on X and let the mappings ', i : LY x LY — L defined

by w’(fg) = n(g S )W and i’ (f.g) = ' (g".f"), VS, g € L*.
Then (n',n* ) is double fuzzy semi-topogenous order on X.

then (f1,g,) < n(f,g)

Definition 2.3. A double fuzzy semi-topogenous order (17,1") is
called symmetric if (i7,77) = (7°,n*"), that s,

(LST4) n(f.g) =n(g".f") andn*(f,.g)=n"(g".f"), Vf,geL".

Definition 2.4. A double fuzzy semi-topogenous order (17,1") is
called double fuzzy topogenous if for any f, f1, f2, & &1,
g € Lr.

(LSTS) n(/i @ f2,8) = n(fi,g) ©n(fr,g) and
(i@ g <n(f,e) ®n(f28),

(LST6) n(f, g1 © &) = n(f,g) ©n(f,g) and
n(f,8108) <n(f,g1)@n(f )

Definition 2.5. A double fuzzy semi-topogenous order (17, 1") is
called perfect if (LST7) n(V fi,g) = An(fi,g) and n°(V fi,g)
IS e IS

< Vo (fi,g), for any {g.fri € I} < L,
e

An perfect double fuzzy semi-topogenous order (,17°) is
called biperfect if (LST8) #5(f, '/\rgi) > _/\rn(f7 g;) and
e e

n(f, A g) < V.n*(f,g), for any {g.fi:ie 't < L*.
el el

Theorem 2.6. Let (n,,1}) and (n,,15) be perfect (respectively,
double fuzzy topogenous, biperfect) double fuzzy semi-topoge-
nous order on X. Define the compositions n; o n, of n; and n;
and nyony of ny and iy on X by myony(f,g) = V [n(f;h)
© m(hg) andniom(fig) = A [mi(fh) & nih ™
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Then (1, o ny, 1} o 113)is perfect (resp. double fuzzy topoge-
nous, biperfect) double fuzzy semi- topogenous order on X.

Proof. Let (n,,n7) and (55, 15) be perfect double fuzzy semi-
topogenous order on X. Then (LST3) If n, o ny(f,g) # L and
nyons(f,g) # T then there exists he LY such that

niona(fog) = m(f,h) © na(h,g) =L and njons(f,g) < ni(f, h)
@ ny(h,g) # T. It implies f< h < g.

(LST7) It is proved from:
mom(V fig)= V [111 (Vfi,h) © nz(h,g)}
i€l helX iel’

iel Lper®

= /\'7| © 7]2(ﬁ7g)a
iel

\Y

Mony (v fig) = A [mi(y fih) @ ns(hg)]

heLl”

<V { A [n’;(f;,h)@n’f(lhg)ﬂ

iel’ Lper¥
* *
= V. on;(fi, 8).
el

Others are easily proved. [

Definition 2.7. A double fuzzy syntopogenous structure on X%
is a non-empty family Y y¥ of double fuzzy topogenous orders
on X satisfying the following two conditions:

(LS1) Yy¥ is directed, ie. given two double fuzzy
topogenous orders (11,77), (12,15) € Yy, there exists a double
fuzzy  topogenous  order  (y1,77)€ Yy such  that
n =, mpand nt <oy, ;.

(LS2) For every (11,7 € Yy, there exists(17;n}) € Yy, such
that n < ny o npand n* = nj oni.

Definition 2.8. A double fuzzy syntopogenous structure Y y¥
is called double fuzzy topogenous if Y ¥ consists of a single
element. In this case, Yy = {(7,1")} is called a double fuzzy
topogenous structure, denoted by Yy¥ = {(1.7)} = (1.1")
and (X, Yy) is called double fuzzy topogenous space.

A double fuzzy syntopogenous structure Y,V is called
perfect (resp. biperfect, symmetric) if each double fuzzy
topogenous order(n,n") € Yy is perfect (resp.respect, biperfect,
symmetric).

Theorem 2.9. Let (1,5 ) topogenous order on X. The mapping
C,: L¥x Lyx L, — L, is defined by

Cpw(fir,s) =Ng € LY in(g.f") > r and n*(g,f°) < s}.

For each f, f;, f>€ L~ and r, r;, r> € Ly, s, 51, s> € Ly, we have
the following properties:

(1) Cn.t1*(1w7r7s) = 1(/)'

2) £ <Cppr(fyr,s).

() If f1 < fa, then Cy e (f1,7,5) < Cyye(f2,7,9).

4) Cw-ﬂ*(fl D fr,ror,s @ s) < Cn_y,*(fl,r,s) @
Cﬂ,w‘(va”l’Sl)‘

(5) If ri <ryand 51 = 55, then Cype (f,r1,81) <

Cope (f72,52).
(6) If (X,n,n*) is double topogenous space,

(Cﬂ,n* (_f,}",S),}’, S) < Cn,n* (_fv V,S).

Proof. (1) Since n(lp,1p) = T and y*(1y,1p) = L Cppe
(1$7rys) = 1@'

(2) Since n(g.f)#L and n'(g.f)=T, g</ implies

thenC, -

f< (?mﬂ*(f;r,s)

(3) and (5) are easily proved.
(4) Suppose that there exists fi, f> € L¥y such that

Cor (i @ for©ri,s & s1)1 Cop(fior,s) & Cyype(f2,11,51).

By the definition of C,,- there exists g, g € LY with

n(gr. /), n°(g.fy) < s, n(ga.fo)ir and n*(gy./3) < s1 such
that C,,-(fi @ fo,r@ri,s @ s1)i1g; & g5
On the other hand,

v(g10&; (i ©f)) = n(g1©&./7) On(g ©g,.f5) (byLST6)
= (g /1) On(gs.f3)

(by LST4)
nrory,
n'(g1 08, (h ©£)) <" (g ©22./7) ®n'(g,0&,./3) (byLST6)
<n'(g /1) ®@n'(g,.fs)  (byLST4)
<SP sy

*

It implies G- (i @ fo,r Or,5@51) < (g,08) =g @Y.
It is a contradiction.

(6) Letn(g./") £ rand ' (g./) <s. Theng” > Cyyp(fi15).
Since (X,n,7n ) is double fuzzy topogenous space, by (LS2) of
Definition 2.7, there  exists  (,5") such  that
n<nonandn =n on". It follows

n(g,f) <nonl(g.f) and n'(g.f) = n on'(g.f)

Since non(g.f) # rand " on'(g.f) # s, there exists h € LY
such that

non(g.f) = n(g.h) © n(hf) £ r and

s

non(gf)<n(gh@n (hf)<s.

Hence, g* > C,,(h",r,s) and i > C,,+(f,r,s). Thus,
g = Cpy (Cpyp(fir,s),1,5). So,
Co (Co (firy8),1,8) < Cyype (fy 1, 5). O

Theorem 2.10. Let (X,n,n") be a double fuzzy topogenous order
space. Define the maps T, T . : LY — L by

—=Ty(f) =V{re Lo | Cn(f,r,s) <[}
T, =nseLi|Cn(f,rs) <f}

Then, (T, T,.) is double fuzzy topology on X induced by
(n.m).
Proof. (LO1) clear.

(LO2) Cyp(1g,r,s) =1gand Cyye(ly,r,s) =1y for all r
eLly,seLl, Ty(lp) =T,(lx)=T and T, (1y) =
T, (lxy)=L.

(LO3) Suppose there exist f1, f> € L¥such that
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Ty ©L)ET (1) ©T,y(h) and T,.(i ©L) LT, (/)
o T, ()
By the definition of (77,,7",.) there exists r; € L, 5; € L, with
fi = Gy (fi,ri,s:), i=1,2 such that
T,(0fh) 2rnern and T,.(fi0f) £ 51 ©s.
Putr =r; © rnand s = s; @ 5,. By (4-5) of Theorem 2.9, we
have
CV/:’I"((fl ®f2)*,r,s) < (fl Qﬁ)*

Consequently, 7 ,(fi ©f,) = r and T; (fi ®f>) <s. Hence
(LO3) holds.

(LO4) Suppose there exists a family {f; € LYjeT} such
that

T"(i;/rfi) # ié\F Tuf) or T;* (lé/rf') % i;/F T;* ()-

For each jeTI, there exists

17 = Coyp(f},15,5) such that
TN Ar ot Ty(Y A% Y5

rp€ Lo,s; € Ly with

Put r = AT and s = Vs By (4-5) of Theorem 2.9, we have
Jje je
- B < .
C;]_;] (([é/l_f]) W S) S (/é/rfj)

Consequently, 7 ,(V_f;) = r and T;(vlj,) < 5. Hence (LO4)
holds. [J = a

Definition 2.11.
Let (X,n;,n7) and (Y,1,,13;) be double fuzzy topogenous
order spaces. A function ¥Y¢ : (X,n,17) — (Y,n,,15) is said

to be topogenous continuous if ¥n,(f,g) < n, (¢ (f), ¢ (2))
and n3(f,2) = ni(d; (), b1 (£)), ¥ for each f, g € L.

Theorem 2.12. Let (X,n,,n7), (Y,n,,n3) and (Z,n5,1;) be
double fuzzy topogenous order spaces. If @ : (X, n,,n) —
(Y, ny,m5) and W : (Y, my,15) — (Z,13, 1) are topogenous con-
tinuous, then Wo®: (X,n,,n;) — (Z,n5,1;) is topogenous
continuous.

Proof.
It follows that, for each f, g € L”

m(Wo¢), (N, Wod) (&) =m(ey W (N)dr (W (2))
(Wi (N1 (2)

n:(f.g),
mi((Wo¢), (N, (Wod) (&) =ni(¢, (W () dr (Ve (2))
(b, (N, ¥ (2)

n(f,g). O

\YARV

NN

Theorem 2.13. Let (X,n,,n}) and (Y,n,,15) be double fuzzy
topogenous order spaces. If @ : (X, n,,n;) — (Y,n,,15) ¥ is
topogenous continuous, then it satisfies the following statements:

) d’;(cm-'ﬁ (fsr.8)) < me;((ﬁ;(f):”’s)v Jor each
fer”, rel, secl,

(2) CﬂlaUT(d)r(g)?rv S) < d’;(cﬂz.ﬂé (g7 V,S)) for each
gel” rekl, scl,

3) ¢: (X’T’“’T;I) — (Y, T, 7';;5) is fuzzy continuous.

Proof. (1) Suppose there exist /€ L¥, r € Ly, s € L, such that

d’:(cﬂwﬁ ,I‘,S)) . C’iz"ﬁ (d’: (f)? r, S).

By the definition of C,,,. there exists
(g, (¢, (/)")r and n3(g, (¢, ()") < s such that
Vo, (Copy (fir,8)) £ & (4)

By the topogenous continuity of ¢ we have,

Moy (2), oL (dL(N)7) = nalg, (o (H) )
i (o1 (2), dr (b (N)7) < m3(g, (. (N)) < s

Since (¢ (g).1) = m(dr g ¢ (6 (1)) and ni(y (g),
f) <o (e), o (o))  we  have Gy (firs) =
(¢ (8)) =y (g7) Thus ¢, (Cy, - (fir,5)) < g*. Itis a contra-
diction for equation (A).

(2) Foreachge LY, re Ly, andse€ L, put f=¢j (g).
From (1),

g € L" with

b1 (Cop (D7 (8):7,9)) < Copy (b7 (b7 (8)),7,5)
< Chup(gr,s).

It implies

Cor (D1 (2)51,8) < G (DL (Cop (PL(2),7,9)))

b (Cooy (g:7,9))-

(3) From (2), C,,,:(g,r,5) =g implies Cy (¢, (g), 1,5) =
¢, (g). It is easily proved from Theorem 2.10. O

<
<

3. Double fuzzy quasi-proximities

Definition 3.1 (Cetkin and Aygun, 2010). A maps 9, 5
LY x LY - Lis called a double fuzzy quasi-proximity on X if it
satisfies the following axioms:

(LP1) 3(f,g) < (5'(f,2))' Y f,g € V. *
(LP2) 6(1yx,1p) = d(ly,1x) =L and 6 (1x,1g) = 0 (1g, 1y)
=T. (LP3) If 6(f,g)#=T and & (f,g)#L then f<g .
item(LO4) If f<g then o(f,h) < d(g,h) and (5*(f, h) =
8'(g.h), )
(LPS) o(f1 Of%agl ® g2) <*5(flsgl) ® 4(f2,g2) and o (/1 ©
S2.81 9@ 22) = 6 (f1.81) O 6 (f2,82).
(LP6) For any f, ge L”, there exists i € L¥such that
o(f,8) = A {o(f,h) ® é(h",g)} and &°(f,g) < V

helX helX

{6°(f,h) © 5" (h*,g)}. The triple (X, )is double fuzzy
quasi-proximity space.
A double fuzzy quasi-proximity space (X,4,5") is double

fuzzy proximity space if it satisfies:

(LP) 8(f,2) = 8(2./) and 5"(/,) = &"(g.).
Proposition 3.2
(1) Let (X,n.5") be a double fuzzy (resp. symmetric) topo-

genous space and let the maps &,,6,. : L* x LY — L
defined by o,(f,.g) = (n(f.g)) and 9,.(f,g) =
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(n"(f,€)", Vf, g € L*. Then (,,0,.) is double fuzzy
quasi-proximity space (resp. double fuzzy proximity
space) on X.

(2) Let (8,0") be a double fuzzy quasi-proximity space(resp.
double fuzzy proximity space) on and let the mappings
Ny My : LY X LY — L defined by ns(f.g) = (5(f.g°))"
and ﬂ;*(fvg) = (5*(fvg*))*7 va gec L¥. Then ('767'7;*)
is double fuzzy (resp. symmetric) topogenous space.

(3) (57 6*) (5’1)’ 6; )“”d(%””?;;*) = (1’]71’[*)

Proof. (1) Since oy =nand 5" on" <y

0,(f,8) = (f:87)" = ((mon)(fig")"
> ( v Aw(fh) ©n(h,g)})
/ﬁx{("("’h)) (n(h,g)) +¥
=]]€ALX{5»1(f, n) @ é,(hg)},
o,.(f,8) = (' (£,87) < (" o) (f,€7))
(AL (h) © n'(hgM)})
he\éx{(n*(f h)" © (n(h,g))"}
15\&{5'*’*(’{’/1 ) © 3. (h,g)}.

I A

Let (X,3,67) be a double fuzzy symmetric topogenous space.
Then

o (f.8) = (n(f.8"))" = (n(g.f)” = 6,(f.8),
S, (f,.8) =" (f,g"))" = (' (.S") = 0,.(f,8)."

Others are easily proved. [
(2) and (3) are easily proved.

From Theorem 2.9 and 10, we can obtain the following

theorems.

Theorem 3.3. Let (8,0°) be a double fuzzy quasi-proximity
space. The mapping WCss : LX x Ly x L; — L* defined by
WCip (firys) = Mg € LY : (g /)

Foreach f, /1, /> € L,
lowing properties:

and 6(g,f) = s}
r,r1 € Lygand s, s; € Ly, we have the fol-

(1) C,;,(;x(lm,r,s) = lw.

() f < Co5(f,r,5).

(3) If fi < fa, then Cs5(f1,7,5) < Cs5(f2,7,5).

(4) C&,tj‘(‘f‘l (&) fz,}’@rl,s (&) S]) < Ctsyts*(f],}’,s)
® C(S,é*(qurhsl)~

(5) If r<ryand s = sy then Cs5(f,r,s)

(6) C,;J‘(C&(;* (f, r, S),V,S) < C(S.é* (f,}"7 S).

< Cé.d*(f7rl7sl)'

Theorem 3.4. Let (X,0,8") be a double fuzzy quasi-proximity
space. Define the maps T s, T s : LY — L by

T(S(f):\/{reLol C(i,é*(f*arvs) f}?
T:;*(f):/\{SEL]ZC(;?a*(f‘,V,S) f}
Then (T 5, Ty.) is double fuzzy topology on induced by (3,5 ).

<
<

Definition 3.5. Let (X, d,0;) and (Y,,,0;) be double fuzzy
quasi-proximity spaces. A map ¢ : (X, 0y,0]) — (Y, 0,,0) is
said to be quasi-proximity continuous if

or 6(/,¢)

02(f,8) = 61(dy (f), ¢ (2))
< ge L.

01 (dr () &1 ()Y,

Theorem 3.6. Let (X,01,0)) and(Y,d,,05) be double fuzzy
quasi-proximity spaces. A map ¢ : (X,0,,07) — (Y,0,,05) is
quasi-proximity continuous iff ¢ : (X, nél,n’gq) — (Y, ’76:7'73;) is
topogenous continuous.

Proof. Forall f, g L”

02(£,8) 2 01(d; ().07 (8)) <= (n5,(1:87)" = (n5, (1 (1), ($ (2))")
= 5,(1.8") <5, (97 (N): b7 (7))

,(1.8) < 01(¢r (N, ¢ (2)) = (m5,(1,.87))" < (m5: (b7 (). (b7 (€))7)
= (fg) =5 (b (1,41 (¢7). O

4. Double fuzzy quasi-uniform spaces and double fuzzy
syntopogenous spaces

Now we recall some notions and terminologies about double
fuzzy quasi-uniform spaces used in this paper.

Let Q(L¥) denote the family of all mappings a : LY — LY
with the following properties:

() f<alf) foreachfe L*,

(2)a(V f;) = V. al(f,), foreachf, € L*.
el iel’

For a, b € Q(L¥), we have that a !, a © b and a o b € Q(LY)

by

a'(f)=Mgla(g) </},
(a@b)()=Na(h) @ b(f2) /i @ /,=/} and (aob)(f)=a(b()).
Definition 4.1. The mappings U, U : Q(LY) — L is called a

double fuzzy quasi-uniformity on X if it satisfies the following
conditions: for a, b € Q(LY),

(LUD) U(a) < U (a))", for all a € Q(LY),

(LU2) U(a®b) = U(a) ©U(b) and U (a ©® b)
<SU(a) ® U (D).

(LU3) there exists a € Q(L*) such that U(a) =T  and
U(a) =L

(LU4) U(a) < V{U(D) :bob < a}
and U (b) = {U'(b) : bob < a}.

The triple (X,U,U") is said to be double fuzzy quasi-
uniform space.

A double fuzzy quasi-uniform space (X, U, U") is said to be
a double fuzzy uniform space if it satisfies.
(LU) U(a) =U(a™") and U (a) = U (a™").
Definition 4.2. The mappings B, B*: Q(L") — L is called a

double fuzzy quasi-uniform base on X if it satisfies the follow-
ing conditions: for a, b € Q(LY),
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(LUB1) B(a) < (B'(a))", for all a € Q(LY),

(LUB2) B(a) ® B(b) = V{B(b) : b < a® b} and B'(a)
& B(b) <K N{B'(b):b<adb}.

(LUB3) there exists a € Q(LY) such that B(a) =T and
B(a)=1

(LUB4) B(a) < V{B(b):bob < a} and B'(a) = A
{B*(b): bob < a}.

A double fuzzy quasi-uniform base (B, B") on X is said to be
double fuzzy uniform base if it satisfies

(LUB) B(a) < V{B(b):b<a '} and B*(a) = AN{B*(b):b<a'}.

Theorem 4.3. Let B, B : Q(LY) — L be a double fuzzy uniform
base on X.

Define Up, Uy : Q(L*) — L as

Ugp(a) = V{B(b) : b < a} and Uy (a) = N{B*(b) : b < a}.
Then (Ug,Uy. ) is double fuzzy uniformity on it X.

Proof. (LU) For each Ya € Q(LY)

(byLUB)

b<a e<p!

<vUs(b =

b<a b

Us(a)=V{B(b):b<a)< VI Vv B(e)}
LV Un(h) <Us(a ),

Ug (a)=NB'(b):b<a} = AN{ A Blc)}

b<a c<p!

(byLUB)

> AU Y= AN Uz ) =Ug(ah).
b<a b'<a!
Since a=(a")"", we have Ugp(a')<Uz(a)and
Uy (@) > Uy (@. O

Other cases are easily proved.

Definition 4.4. Let Yy be a double fuzzy biperfect syntopo-
genous structure on X. The mappings S, 8" : Yy — L is called
double fuzzy syntopogenous structure on X if it satisfies the
following conditions: for for (n,7%), (n,,n7), (12,1%) € Yx.

(LT S(n,n*) < (8" ()"

(LT2) There exists (7,7 ) € Y such that S(n,#*) = T and
S () =1

(LT3) SOn,n7) © S(naym3) < V{S(n, 1)
nism, = '} and S (ny,ny)
© S (1,m5) = MS (07 =y,
1, <nand ni,ny =0

(LT4) S(n,n*) < V{S(ni,n;):mon, = nand njon;
<} and 8*(ny,n7) = MS () :
mony, =nand ny,ny <yt

M1, < 1 and

The triple (X,S,8") is said to be double fuzzy syntopo-
genous space.

A double fuzzy syntopogenous space (X, S, S") is said to be
double fuzzy symmetric syntopogenous space if it satisfies
(LST), S(n,n") < V{S(&,¢) : & = ' and & <™},
S () = M8(&E) &= and & <™}

Lemma 4.5. To every ac Q(LY), we define 1, e LY
xLX — L as

T, if f > a(g),
1 otherwise,

L, if /= alg),
T otherwise.

e = | e =

Then it satisfies the following properties:

(1) The maps n,, n, € Yy is double fuzzy biperfect
topogenous order.

(2) If a < b, then n, < n, and 1, < 1.

() If b<ay ©ay, then n,, N, <1, and 1, 10, = 1.

(4) For each a € Q(L*),we have (15, n*) = (1,17 1).

(5) If bob < a, then nyon, = n, and i oy, < 1.

Proof. (1) Since Wa(ly) =1y and a(lp) = 1p, then
Na(lys 1x) = na(lp, 1) = TY and ;(1x, lx) = n;(1g, 1p) = L
Let n,(g.f)# L andn(g./)# T. Then 1n,(g./)=T
and n;(g,f) = L implies g < a(g) <f. Since g < g and f; < f
implies a(g) < a(gy), thenn,(g.f1) < n,(g.f) and n;(g,,. /1) =
n:(g,f). To prove the biperfect condition, since a(_vrg[) =
IS

Viera(g;) <[ iff g <[ for all i€ I'n,(V g./) = A\ 14(gi))
and n5(V gi.f) < V1, (8:.1)- gS N i<

p i N > . P * .
forallj€ A, ni(e, AS) > Ana(gnfi)  and (e, A S)
<V ni(g.f7)-

Jjea

Since

Others are similarly proved.
(2) Since Ya(g) < b(g), ny <n, and n, = .

(3) Since a; © ax(g) < a1(g) ® ax(g)¥ we have a; © ay < a;.
From (2),
Ny <M and n:‘“ > 11;. Similary Ny < M and ’7:2 =¥

(4) Tt easily proved from a~'(g) < fiff a(f) < g

(5) From (2), we only show that #, ®n, =1, and

1’]; © VI;; = 7120# Since My © r]b(ng) = V{r’b(g7 h) © ]117(117f) :
he L¥Yandn; onj(g./) = Muj(g.h) @ my(h,f) - he LY}, we
have

nhom(gﬁ:{‘riff? Gy 7]():{1_ itf> b(b(2)),

o
1 otherwise, bOMs\E Totherwise.

From Lemma 4.5, we easily prove the following theorem. [

Theorem 4.6. Let B,B* : Q(LY) — L be double fuzzy quasi-uni-
form  (resp. double fuzzy wuniform) base on X. Define
S5, Sy : Yy — L as

S, 1) = Bla)

Then (Sg, Sy ) is double fuzzy (resp. double fuzzy symmetric)
syntopogenous structure on X.

and Sy (n,,1,.) = B'(a).

Theorem 4.7. Let U, U : Q(LY) — L be a double fuzzy quasi-
uniformity on X.

The mapping Cyy : LY x Ly x Ly — L*, is defined by
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Cuwr (fir,s) = Ma(f) : U(a) = r and U (a) < s}.

For each f, f;, f>€ LY, r, 11, ra€ Ly and s, s;, s> € L;, we have
the following properties:

(1) CLLM*(I(%V?S) = 1@:

(2) f < CM.M* (fﬂ’,s),

(3) iffy < fa, then Cyyr (f1,7,5) < Cuwr (f2,1,5),

@) Cyw (i & fr,rOr,s @ s1) < Cuw
(f1,7,8) © Cyur (f2,71,51),

(5) if}"] < r and S = 852, then

Cuw (f1,71,51) < Cupr (f2,72,52),
(6) cu.u* (CM.LF (,f7 }",S),}",S) g CM,L{* (_f7 }’,S).

Proof

(1) Since ‘I’a(lw) = lw,Cuﬁu*(lw,}QS) = 1@.

(2) Since Pf < a(f), V¥ implies Vf < Cyp (f,7,5),

(3) and (5) are easily proved.

(4) Conversely, suppose there exist f, fi, foe LY, r, ry,
In € Ly and s, s1, 55 € L;, such that

—Cyw (i ® fr,rOr,s @ s1) £ = Cyw (f1,7,5) @
Cuﬁu*(fzﬂ’hsl)

There  exist  aj,a € Q(LY) with U(ay) = r, U*(a))
<s, Ulan) =, U (az) <51, such  that  Cyr (fi @ /5,
ror,s @ s1)alfi) @ af).

On the other hand, U(a; © @) = U(a))O U(ay) =
rornU (@ 0a) < U(a) @ U(e)) <s @51 and
(a1 © a)(fi ® f2) < ai(fi) @ ax(f2), we have Cypr(fi © /o,

ror,s @ 851) < (@ 0a)fi ® ) <a(fi) ® afy). Itis a
contradiction.

(6) Suppose there exist ¥/ e L, r € Lyand s € L such that
Cure (Cugr (fi1,5),1,5) £ — Cypr (fi1,5).

There exists a € Q(LY)¥ with U(a) > r and U (a) < 5,
such that « Cyy(fir,s) <a(f). On the other hand,
U(a) = r and U (a) < 5, by (LSU3), there exists a; € Q(LY)
« such that ajoa < a,U(a;) = r and U (a;) < s. ¥ Since
Cuw (fir,s) < ar(f), ¥ we have

Cuw (Cunr (fi1,5),1,5) < Cypr (ar(f), 1, 8) < ar(ai(f)) < a(f).

Thus Cuze (Cope (fir,5),1r,5) < a(f). It is a contradiction. [

Definition 4.8. Let (X,U,U") and (Y, V, V") be double fuzzy
uniform (resp. double fuzzy quasi-uniform) spaces. A mapping
PY o (X,U,U") — (Y, V, V") is said to be uniformly contin-
uous (resp. quasi-uniformly continuous) if

V(a) <U(¢; (a)) and V'(a) = U (¢ (a)), Vae€ Qy,
where @ ¢; (a)(f) = ¢ (a($p, () for all £ L*.

From Theorem 4.3, we easily prove the following theorem.

Definition 4.9. Let (X, B,,B]) and (Y, B, B]) be double fuzzy
quasi-uniform  bases. If  By(a) <Bi(¢; (a)) and
B;(a) = Bi(¢; (a)) for all ac QL") then ¢: (X,Ug,,
U;T) — (Y, UBZ,UZ;;) is quasi-uniformly continuous.

Theorem 4.10. Let (X,U,U"),(Y,V, V") and (Z, W, W*) be
double  fuzzy  quasi-uniform  spaces. If ¢ : (X, U,U")
— (Y,V,V") and ¢ : (Y, V, V") — (Z, W, W) are quasi-uni-

formly continuous, then Yo ¢ : (X, U,U) — (Z,W, W) is

quasi-uniformly continuous.

Theorem 4.11. Let (X, U, U )and(Y,V, V") be double fuzzy
quasi-uniform  spaces. Let ¢ : (X, U, U") — (Y,V,V") be
quasi-uniformly continuous. Then:

(1) (:b;(cu-,ux (fv r, s‘)) < CV,V*(QS;U):rv 5)7 fOI each fe LX)
re L(), s € L/.

(2) Cuwr (P, (g),7,5) < ¢, (Cyy-(g,r,s)), for each ge L”,
re L(), s e L].
Q) ¢: (X, Tu.Ty)— (Y, Ty, T, is fuzzy continuous.

Proof. (1) Suppose there exist fe€ L*, r e Ly and s € L, such
that

b1 (Cuzr (fi1,5)) £ Cyoy (dr (1)1, 5).
There exists a € Q(LY) with V(a) > r and V*(a) < s such

that Cyy- (o, (f),r,5) £ a(d, (f))-

On the other hand, ¢ is quasi-uniformly continuous,

Uy (a)) =2 V(a) =2 r and U (¢, (a)) < V'(a) < s.
It implies a(d, (/)(d(x)) = ¢ (@) (N(x) = Cuar (f,r)(x). Ttis
a contradiction.

(2) and (3) are similarly proved as Theorem 2.13. O

Theorem 4.12. Let (X, 8,8") be a double fuzzy syntopogenous
space. The mapping Cs.s- : LY x Ly x L, — L~ is defined by

Co(fir,s) =Me:n(f,e) >Ln(fg) <T,%0n,n")
> rand S (n,77) < s}

For each Pf, f1, [>€ L, r, r;, ra€ Ly and s, s;, s> € L;,we have
the following properties:

(1) 0878*(107r75) = 107

(2) f< 6378*(f7r7s)7

(3) lffl <ﬁ70578*(flvr7s) < 0575*U23r7s)7

(4) Cs, 8" (f1 © fo,r ©r1,5®51) < Cs, 8™ (f1,7,9)
®CS7S*(ﬁ7rlvsl)7

(5) if ri<ryands, = s, then Cs,8 (f,r1,s1)
<CS7S*(.f.7r27S2)7

(6) Cs,8(Cs, 8" (f,r,s),r,s) =Cs,8 (f,r,5).

Proof. (1) Since ¥ n(ly,1p) =T and 5*(lp,1g) =L for
Sn)=T,8(nn) = L,
C57S*(1@,V7S) = l(z)a

2 Since Pf<gforn(f,g) L and n"(fg) < T,
f< cSaS*(fvrvs)'

(3) and (5) are easily proved.

(4) Suppose there exist fi, f>, € LY, r, r € Ly and s, 51 € L,
such that
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Cs, S (i ®for Or1,5 @ 51)%Cs, 8 (f1,7,5)
@ Cs, 8" (f2,11,51).
There exist,
(), (n2,m3) €Ty With S(nyy) = 1, 8(n,3) 2 11,8 (n1,m7) < s,

S (12,1m3) <si,mifing)) € L and n7(fi,g;) < T such that,
Css (i @fo,rOr,s@s) %8 B8,

On the other hand, S(n,,4;)©S(n,,n5) > rand S
(m.n7) © 8 (ny,15) < s, by (LT2) of Definition 4.4, there ex-
ist Y = n;,n* < n;,8(n,n*) = rand S (n,n*) < s such that

nh ©/,8 ©g) = .8 ©&) Onh g &)
2 77(f1>g1)®7](f27g2)
=0 (fi,81) Omfr8) & L.

Hence Css(fi®fo,roOr,s®s)<g ®g. It is a
contradiction.

'h@fe ©&) <n(fi,e1®2)on(h e ©g)

<

< (f,8) ©n'(f,8)

<mitfng) @n(fh,g) < T.

(6) Suppose there exist ¥/ e LY, r € Lyand s € L, such that

Cg,s* (CS,S* (f, r, S), r, S) ﬁ CSAS‘ (f, r, S).
There exists Pg € LY with S(i,n*) = r, 8 (n,n°) < s, n(f,8)
£ L and n'(f,8) < T,

such that «Cgsgs (f.r,s)<g. On the other hand,
S(n,n*)&rand 8" (n, %) < s, « by (LT3) of Definition 4.4,
there exists ({, C*) € y such that

(GO (LO) = (), SE) 2 r and S T) <s.

Since (o ((f,g) ¢ L and ("o ((f.g) < T, here exists p € L¥
such that {(f.p) © U(p.g) # L and {'(f.p)® ' (p.g) < T. It
implies Css (f,r,s) < p,Css (p,r,s) < g Hence Css (Css
(fir,s),r,s) <g. Thus, Css(Css (f,r,s),r,s)<g. It is a
contradiction. [J

Definition 4.13. Let (X, S,8") be a double fuzzy syntopogen-
ous space. Define the maps 75,7 s : LY — L by

Ts(f)y=v{reLy:Css(f,r,s) <f},
Tsel()=nNseL :Css(ff,r,s) <f}

Then (T s, T ) is a double fuzzy topology on Xinduced by
(8,8").

Theorem 4.14. Let (X, 8y, S)) and (Y, S5, S5) be double fuzzy
syntopogenous space. A map ¢ :(X,8,,8]) — (¥, 85,8;) is
said to be syntopogenous continuous if for each ({,{") € y, here
exists (L,0°) € ywith n(9y (2), o (1) = U(g.f) and 0’ (¢ (g),
o () < (g, f)such that S(4, ) <81 ) and

S(00) = §1(L).

Theorem 4.15. Let (X,S,8))and(Y, S5, S;) be double fuzzy
syntopogenous space. Let ¢ : (X,8,,8]) — (Y, S5, 8;) be syn-
topogenous continuous. Then we have the following properties:

(1) ¢Z(CS|.ST (,f> r, S) g CSZ.S;(¢;U)7r7S)7
fel” rel, ands¢€L,.
(2) CS1‘ST(¢Z(g)7r7S) < ¢;(c$z.$;(g7rvs))7
gel’, rely, and s€ L.
(3) ¢: (X, Ts,, ’7'51) — (Y, 77'52,‘7';;) is fuzzy continuous.

Proof. (1) Suppose there exsit fe LY, r € Ly, and s € L, such
that

Yo, (Cs,s;(fir,8) £ Cs,8,(P, ():1,5).

There exists ({,(") € Ty with S,((, () = r, 8((, ) < s5,{(¢p)
(x),g) L and (¢, (x),g) < T such that Cs,s(d, (),
r,s) < g. On the other hand, ¢ is syntopogenous continuous,
for each ({, 4'*) €y, there exsits ((, C*) €y, with
W@ (6001 () > Loy (0.0 and (9 (8, (1),
61 () <L (b, (N.g) such that Sinm) > S(00)
> rand Si(n,n") < S({T) <.

It implies Cs, s:(f;7,5) < ¢; (g). It is a contradiction. [J
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Abstract In this paper we find the solutions to the class equation x! = f in the alternating group
A, (i.e. find the solutions set X = {x € 4,/ x’ € A(f)}) and find the number of these solutions | X|
for each f € HN C* and n¢ 0, where H = {C* of S,/ n > 1, with all parts o of & different and
odd}. C*is conjugacy class of S, and form class C* depends on the cycle partition « of its elements.
If (14 > n¢ 0 U {9,11,13})) and f € HN C*in A, then F, contains C*, where F,, = {C* of S,] the
number of parts o, of « with the property o =3 (mod 4) is odd}. In this work we introduce several

theorems to solve the class equation x¢ = f in the alternating group 4, where f € HN C* and n ¢ 0
and we find the number of the solutions for n to be: (1) 14 > n¢ 0, (i) 14 > n¢Oand (n + 1) ¢ 0,
(iii) 14 > n¢ 0 and C*#[1,3,7], (iv) n = 9,11,13, (v) n > 14.

© 2011 University of Bahrain. Production and hosting by Elsevier B.V. All rights reserved.

1. Introduction

The main purpose of this work is to solve and find the number of
solutions to the class equation x? = f in an alternating group,
where ff ranges over the conjugacy class A(ff) in 4,, and dis a po-
sitive integer. In this paper we solve the class equation x? = fin
Ay, where fe HN C*andn¢ 0 = {1,2,5,6,10, 14} and we find
the number of solutions when H = {C* of S,/ n > 1, with all
parts o, and « different and odd}. C* is conjugacy class of S,,.
If A€ C*and A ¢ HN C* then C” does not split into the two
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classes C** of 4,. The Frobenius equation x? = ¢ in finite
groups was introduced by Frobenius (1903), and studied by
many others, such as Ishihara et al. (2001), Takegahara
(2002), Chigira (1996), who dealt with some types of finite
groups, including finite cyclic groups, finite p-groups, and
Wreath products of finite groups. Choose any f§ € S,, and write
it as y17. . .yep). With y; disjoint cycles of length o; and ¢(f) are
the number of disjoint cycle factors including the 1-cycle of f.
Since disjoint cycles commute, we can assume that o; > o >
o+ = ayp (Rotman, 1995). Therefore o = (0,00, . .., 0ep)) 18
a partition of n and it is call cycle type of . Let C* < S, be the
set of all elements with cycle type o, then we can determine the
conjugate class of € S, by using cycle type of f5, since each pair
of Zand f in S, are conjugate if they have the same cycle type
(Zeindler, 2010). Therefore, the number of conjugacy classes
of S, is the number of partitions of n. However, this is not nec-
essarily true in an alternating group. Let f = (124)and 4 = (1
42) be two permutations in S, that belong to the same conjugacy
class C* = [1,3]in S, (i.e. C*(B) = C*(2)). Since a(f) = (1(p),
w(f) = (1,3) = (x1(4),22(4)) = a(A), they have the same cycle
type, but A and f are not conjugate in A4 Let
B =(123)(456)(789) and 1 = (537)(169)(248) in Sy where
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they belong to the same conjugacy class C* = [3%] in S since
o) = (3,3,3) = a(4). But here 4 and f§ are conjugate in Ao.
The first and second examples demonstrate that it is not neces-
sary for two permutations to have the same cycle structure in or-
der to be conjugate in A4,,. In this work we discuss the conjugacy
classes in an alternating group and we denote conjugacy class of

pin A, by A(f).

Definition 1.1. A partition « is a sequence of nonnegative
integers (oq,00,...) with oy > ap > --- and Y2, < co. The
length /(o)) and the size | ol of « are defined as /(x) = Max{i €
N;o; 20} and |o|=> 0. We set atn = {o partition;

= n} for n € N. An element of atn is called a partition of
n (Zeindler, 2010).

Remark 1.2. We only write the non zero components of a par-
tition. Choose any f € S, and write it as y72...7.p). With y;
disjoint cycles of length «; and ¢(f) are the number of disjoint
cycle factors including the 1-cycle of f. Since disjoint cycles
commute, we can assume that o«; > ar > ... > «.p). There-
fore o = (a1, 0, .., %.p) is a partition of n and each o; is called
part of o (see Zeindler, 2010).

Definition 1.3. We call the partition o = a(f) = (1(f), %a(f),
..., dqp)(P)) the cycle type of B (Zeindler, 2010).

Definition 1.4. Let o be a partition of n. We define C* c S, to
be the set of all elements with cycle type o (Zeindler, 2010).

Definition 1.5. Let €S, be given. We define ¢, = c\” =

¢ (B) to be the number of cycles of length m of f8 (Zeindler,
2010).

Lemma 1.6. C** of A, are ambivalent if and only if the number
of parts oy of o with the property o), =3 (mod 4) is even (James
etal., 1984).

Remark 1.7

(1) The relationship between partitions and c¢,, is as follows:
if p € C*is given then ¢\ (B) =| {i : o = m} | (see Zein-
dler (2010)).

(2) The cardinality of each C* can be found as follows:
| C* =2 with z, =[]_(c)! and ¢ =c"(f)=
| {i: 0y = r} | (see Bump (2004)).

(3) If x is a solution of x = B, d is a positive integer, and y
is a conjugate to x, then y is a solution of x4 = 7, where
A 1s conjugate to ff in an alternating group (or any finite
group). We call x? = f a class equation in A,, where 8
and x belong to conjugate classes in an alternating group
(see Taban (2007)).

Definition 1.8. Let f € C* where f is a permutation in an
alternating group. We define the A(ff) conjugacy class of f§ in
A, by:

A(B)={y€ A, |y=1tpr™"; for some ¢ € 4,}
[, (ifp¢H)
B { C*or C*, (if pe H)

where H = {C* of S,Jn > 1, with all parts «, of o different
and odd}.

Remark 1.9

(1) pe C*NH N A, = A(f) = C*, where HS is a comple-
ment set of H.
2) pe C*NH= € A, and C” splits into the two classes

C** of A4,
[ttt pectt

4 If nef = {1,2,5,6,10,14}, then for each i€ 4, we
have f§ conjugate to its inverse in An(ﬁf .

Definition 1.10. Let F,, = {C* of S,] the number of parts oy of
o with the property o, =3 (mod 4) is odd}. Then for each
pe HNC*NF,in §,, we define C** of 4, by:

C*"={lecA,|’=ypy"; forsome y € 4,} = A(B)
C~={ie€ A, | A=y for some y € 4,} = A(B")

Remark 1.11

(1) Suppose n¢ 0 & f€ HN C” in A, then we have:
(i) If(m+ 1)€0, then C*#[4] (since HN[4] = ¢).
(i) If(n + 1) €0, and C*#[n], then  does not conju-
gate to its inverse in A,,.
(iii) If m + 1)€ 0 and C* = [n], then n = (9 or 13),
and (f~$7"). So we define C** by:
=" = AP) and € = {fn] = AP)} or
{A(p"); for some ¥ € [n] do not conjugate to f}.
(2) Suppose ne€® and BfeHNC* in A, where
C* = [ki,ks,...,k;] and k; #1, (1 <i< L) then

we have:
(i) pe HN [, ki, ks, . ..
(i) (8 ~ B

“Finally, based on (1) and (2), we consider for all (14 > n ¢ 6)
and fe HNC*in4,,but f¢ HNC*N F,in 4, = C* = [9] or
[13] or [1,3,7]. So we define [1,3,7]F by [1,3,7]" = A(p)
and [1,3,7]" = A(f"), where % €[1,3,7] does not conjugate
to f3.

Theorem 1.12. Let A(f) be the conjugacy class of fp in A,,
pe[K L]NHand 14 > n¢ 0, where [K,L] is a class of S,.
If p is a positive integer such that ged (p,K) = 1 and ged
(p, L) =1, then the solutions of X" € A(B) in A, are:

7kL} in An+l-

(1) [K.L]™if f* = (B~ ory), where y is conjugate to .
(2) [K,L]" if B = (B ory), where y is conjugate to p.

Proof. Since € 4, N[K, L] N H, [K, L] splits into two classes
[K,L]" of A,. However, 14 > n¢ 0= [K,L] € F,= A(p) =
[K,L]" and A(f~") = [K,L]"". Also, since ged(p,K) = 1,
p does not divide K, and since ged(p, L) = 1, p does not divide
L. Then by Taban (2007, lemma 3.9) we have [K, L] as the solu-
tion set of X € [K, L] in S,,.
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(1) Assume 7 = (=" or y = bp~'p7"; for some b € A4,,),
and let A € [K, L]. Then either 1 € [K,L]", or 1 € [K,L]".

If Je[K L Jtcd,>i=p", »=1pt! =
B!
or , X EK LT = P ¢K LT = Ap).
b~ (tb) !

If JelK L™, ted, >r=1p'r 2 =1prr! =

1pr!
( or } »e[K LT = A(p).
hp(th) ™!

Then the solution set of x” € A(f) in is [K, L] .

(2) Assume f” = (B or y = bpb~'; for some b € 4,), and
let 2 € [K,L]. Then either 2 € [K,L]" or A€ [K,L].

If JLc[K L', FJtecd,>i=tp', =1t
1!
= or , e K LT =A(B) = ¥ ¢[K, L.
thp(th) ™!
Ifle[K L, 3tcd, 3=, ¥ =1prr" =
tﬁ—ll—l
or , e [K LT = X ¢ Ap).
b (1h) ™!
Then the solution set of x” € A(f) in A, is [K,L]".

Lemma 1.13. Let A(f) be the conjugacy class of ff in A,,
14>n¢0& (n+1)¢0,andp € [n] N H, where [n] is a class
of S,. If p and g are two different prime numbers, p| n and ql n,
then there is no solution of X’ € A(pB) in A,.

Proof. Since § € 4, N [1n] N H, [1] splits into two classes [n]* of
A,. However, 14 > n¢ 0 & (n + 1)¢ 0= [n] € F,= A(p) =
[7] ", then by Taban (2007, lemma 3.9) there is no solution
of x?? € [n] in S,,. So there is no solution of x*? € A(f) in A4,,.

Lemma 1.14. Let A(f}) be the conjugacy class of f in A,,
14>n¢0& (n+1)¢0,andf € [n] N H, where [n] is a class
of S,. If p and q are two different prime numbers, pl n and q does
not divide n, then there is no solution of X’ € A(p) in A,.

Proof. Since € 4, N [1] N H, [1] splits into two classes [#]* of
A,. However, 14 >n¢0 & m+ 1)¢0=[neF,=
A(P) = [n]", then by Taban (2007, lemma 3.4) there is no
solution of x”? € [n] in S,,. So there is no solution of x? € A(f)
inA4,.

Theorem 1.15. Let A(f) be the conjugacy class of f in A,
14>n¢0& (n+1)¢0,and e [n]NH, where [n] is a class
of S,.. If p and q are different prime numbers such that ged(p,n) = 1
and ged(q,n) = 1, then the solutions of X*7 € A(p) in A, are:

(1) [n]” if 7= (B~ ory), where y is conjugate to .
(2) [n] " if B9 = (B ory), where vy is conjugate to .

Proof. Since € 4, N [1] N H, [1] splits into two classes [1]™ of
A,. However, 14 > n¢ 0& (n + 1)¢ 0= [n] € F,= A(p) = [n]”

and A(~") = [n]". Also, since, ged(p,n) = 1, p does not divide
n, and gcd(g,n) = 1, ¢ does not divide n. Then by Taban
(2007, lemma 3.4) we have [n] as the solution set of x”/ € [n]
in S,

(1) Assume % = (=" or y = b~ 'b~"; for some b € 4,,),
and let . € [n]. Then either /. € [n]" or A € [n]".

!
If A€n]’, Fted, o i=tpt™", 1 =tpr+ ' = or ,
(tb/f"(tb)‘]
e n]” = 2 ¢n]" = A(p).
If Jen, 3tecd, >i=p"'c", ="' =

tpt!
or ]|, 2 € [n]" = A(B). Then the solution set of
thp(th)™!

X’ e A(f) in A4, is [n]".
(2) Assume "7 = (B or y = bpb~"); for some b € A,), and
let / € [n]. Then either /. € [n]" or A€ [n]".

B!
If 2c[n)™, 3tcd, s i=tht™, M =tpt ' = ( lir ] ,
thp(th)™"
e n]m =A(p) = ¢ n]”.
If Jen, €A, 3i=ef'rt, T =1pP =

!
or , M eln] = ¢ A(f). Then the solu-
b~ (th)™!

tion set of X"/ € A(f) in A4, is [n] ™.

Lemma 1.16. Let A(f) be the conjugacy class of ff in A,,
14>n¢0&(n+1)¢0,andp € [n] N H, where [n] is a class
of S,,. If p is prime number such that pl n, then there is no solution
of X" € A(PB) in A,.

Proof. Since € 4, N[K, LN H, [K, L] splits into two classes
[K,L]* of A, However, 14 >n¢0=[KL]€eF,=
A(f) = [K,L]", then by Taban (2007, lemma 3.8) we have
there is no solution of x” € [K, L] in S,,. So there is no solution
of x* € A(f) in A,,.

Theorem 1.17. Let A(f) be the conjugacy class of
in A, 14>n¢0, and p € [K,L] N H where [K,L] is a class
of S,. If pl K and pl L, then there is no solution of X" € A(p)
in A,.

Proof. Since ff € 4, N[K,L]N H, [K, L] splits into two classes
[K,L]" of A, However, 14 > n¢0=[K L€ F,= A(f) =
[K,L]", then by Taban (2007, lemma 3.8) we have there is
no solution of x” € [K,L] in S,. So there is no solution of
X’ € A(P) in A,

Theorem 1.18. Let A(f3) be the conjugacy class of f in A,,
peln]NH, 14 >n¢0 & (n+ 1)¢0, where [n] is a class
of S,.. If p is a prime number such that ged(n,p) = 1, then the
solutions of x” € A(B) in A, are:

(1) [n]” if B¥ = (B~ ory), where vy is conjugate to p~.
(2) [n]T if B* = (B ory), where y is conjugate to p.
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Proof. Since € 4, N [1] N H, [1] splits into two classes [#]* of
A,. However, 14 > n¢0 & n + 1)¢0=[nl€ F,= Ap) =
[n]* and A(B~") = [n]". Also, since ged(n,p) = 1, p does not
divide n. Then by Taban (2007, lemma 3.2) we have
[n] =[n]" U[n]~ as a solution of x”€[n] in S, But,
[n] = A(B) U[n]~" then the solution set of x” € A(f) in A, is
either [1]” or [n] .

(1) Assume 7 = (f~' or y = b~ 'p7"; for some b€ 4,,),
and let /. € [n]. Then either /. € [n]" or A & [n]".

Ifien™, Jted,>i=tpr",
!
»=prr = or L e = e =Ap),
b~ (1h) ™"
Iflen, Fted,s>ri=t"r",
tpr!
W=t = or |, #epn=Ap).
thp(th)™"

Then the solution set of x” € A(f) in A4, is [n] .
(2) Assume 7 = (fory = bpb~"; for some b € A4,), and let
J. € [n]. Then either A€ [n]* or e [n] .

Ifien®, 3ted,2i=1pr",

tpt!
W=t = or |, et =Ap)= F¢n,
thB(1h)™"
If e, Jted,s>i=1p"r",
B!
W=t = or L e = EAP).
b~ (1h) !

Then the solution set of x” € A(f) in 4, is [n] .
Example 1.19. Find the solutions of x° € A(1 3 2) in A45.

Solution:

Since (14 > 3¢0), (132)€[3]NH, ged(3,5) = 1,and (13
2)° = (123) = (132)7", then the solution of x’ € A(1 3 2) in
Asis [3]7 = {(123)}.

Lemma 1.20. Let A(f3) be the conjugacy class of f in A, and
pe[n]NH whereld > n¢0& (n+ 1)¢0,and [n] is a class
of S,. If pl n, then there is no solution of X € A(f) in A,.

Proof. Since € A, N [n] N H, [n] splits into two classes [#]* of
A,. However, 14 > n¢0 & (n+ 1)¢0=[nl€F,= Ap) =
[7] ", then by Taban (2007, lemma 3.12) we have there is no
solution of X" €[n] in S,. So there is no solution of
Xpm S A(/;) in An-

Lemma 1.21. Let A(f3) be the conjugacy class of f in A, and
pe[n]NH whereld > n¢0& (n+ 1)¢0,and [n] is a class
of S,. If p and q are different prime numbers, pl n and gl n then
there is no solution of X" € A(p) in A,.

Proof. Since € A, N [1] N H, [n] splits into two classes [1]™ of
A,. However, 14 > n¢ 0 & n+ 1)¢0=[nl € F,= Ap) =
[n] ", then by Taban (2007, lemma 3.14) we have there is no
solution of x”"¢' & [n] in S,. So there is no solution of
¥ € Ay in A,

Lemma 1.22. Let A(f}) be the conjugacy class of  in A,, If p
and q are two different prime numbers such that p| n, q does
not divide n, and pe[n]JNH where 14>n¢0 &
(n+ 1)¢0, and [n] is a class of S, then there is no solution

md

of X" € A(P) in A,.

Proof. Sincef € 4, N [n] N H, [1] splits into two classes [1]™ of
A,. However, 14 > n¢ & n+ 1)¢0=[nl € F,= Ap) =
[7]", then by Taban (2007, lemma 3.15) we have there is no
solution of x”"¢ € [n] in S,. So there is no solution of
X1 € A(p) in A,

Lemma 1.23. Let A(f) be the conjugacy class of f in A,
14>n¢0 & (n+ 1)¢0, where [n] is a class of S,. If p and
q are different prime numbers such that ged(p,n) = 1 and gcd
(q.n) = 1, then the solutions of X" € A(B) in A, are:

(1) [n]” if/iP':’ttlz (B~" or y), where vy is conjugate to .
(2) [n] " if BT = (B ory), where y is conjugate to .

Proof. f € A, N[n]N H, [n] splits into two classes [n]™ of A,,.
However, 14 > n¢0& n+ )¢ 0=[n] € F,= AP) = [n] ",
and since gcd(p,n) = 1, p does not divide n and gcd(q,n) =
1 = ¢ does not divide n. Then by Taban (2007, lemma 3.2)
we have [n] = [n]" U[n]” as a solution set of x"¢' € [n] in
S,. But, [n] = A(P)U[n]” then the solution set of
X" € A(p) in A, is either [n]” or [n]".

(1) Assume 77 = (B~ or y = bB~'b~"; for some b € A,),
and let / € [n]. Then either /. € [n]" or A e [n] .

If2en, 3ted,>i=1p",
1!
Pl ﬂ(p’”q")l—l _ or 7
b~ (1)
e = 2 ¢ ] = A(B),

Ifien]”, Ited,si=1tp"'r",
tpr!

d (g ady o
q:t[f<’”’)t1: or ,

thp(th) ™"
Then the solution set of x”"¢' € A(f) in A, is [n]".

(2) Assume ﬁ”qu = (Bory=bpb"; for some b € A4,), and
let /. € [n]. Then either /. € [n]" or A& [n]".

d

m

p% e )" = A(p).

If2en*, Jtecd,>i=1p",
tpr!
A= = o |,
thp(th)”"!
P )t = AB) = 2 ¢ D]
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Ificn, 3tcd,>i=1p"1",
B!
Pl tﬂ*(zf’”q") = or ’
b (1b) !
e ] = " ¢ AB).

n d

Then the solution set of X" € A(f) in 4, is [1] .

Lemma 1.24. Let A(f}) be the conjugacy class of f in A,
14>n¢0& (n+1)¢0,andf € [n] N H, where [n] is a class
of S, If pr.pa2, - - -, DPm are different prime numbers such that, p;,
|n, Vi= 1,...,m, then there is no solution for

dy dy dy

X e A(B) in A

Proof. Since e 4, N [n] N H, [n] splits into two classes [1]™ of
A,. However, 14 > n¢0 & (n + 1)¢0=[nle F,= A(f) =
[7] ", then by Taban (2007, lemma 3.17) we have there is no

b dm

. dp . . .
solution of X172 +#n"¢[n] in S,. So there is no solution of

dy dm

d
P e A(B) in A,

Lemma 1.25. Let A(f) be the conjugacy class of p in A,,
pe[n]NH and 14 > n¢ 0 & (n+ 1)¢0, where is [n] is a
class of S,. If p1,p2, - .., pm are different pr({lmg nﬁzmbers and pl n
for some i, then there is no solution for x1 7" """ ¢ A(B) in A,.

Proof. Since e A, N H, [n] splits into two classes of [1]™ of
A,. However, 14 > n¢0 & (n+ 1)¢0=[nle F,= Ap) =
[n]", then by Iaban (2007, lemma 3.19) we have there is no

e

. 1 . . .
solution of x"172" “me[n] in S,. So there is no solution of
A1 02 pdm

xPr Pt e 4(B) in A,

Lemma 1.26. Let A(f) be the conjugacy class of ff in A,,
14 > né¢0,and e[k, ks ... .kJ]NH, where [k; ks, ... k] #
[1,3,7] is a class of S,. If p is a prime number such that
ged(p, ki) = 1, for each i, then the solutions of x” € A(f3)are:

(1) [kpko ...,k if B = p~! or vy, where vy is conjugate
to .
(2) [k ks, ... k] " if 7 = B ory, where y is conjugate to .

Proof. Since fe A, NHNI[ky,ky, ... k], [ki,ks,...,k;] splits
into two classes [ki,ka,...,k]" of A, However, 14 > n¢0

and [k],kz,. . .,k/] # [1,3,7] = [kl,kg,. . .,k/] e = A(ﬁ) = [kla
ks,....k]", and A(/)’fl) = ki, ky,..., k). Also, since
gcd(p,ki) = 1 for each ),[kl,kQ, P ,k]] =4 ;Lp[kl,kz, A ,k/]. Then
by Taban (2007, lemma 2.8) we have for each

;L&[kl,kz, “e ,k[] = Me [k],kz, . .,k/].

(1) Assume 7 = (=" or y = bp~'p7"; for some b € A4,,),
and let 1 € [ky, ks, ..., kj. Then either /€ [k, ko, ... . k]"
or e [k],kz,. . .,k/]i.

If Jelky, kay ... k)™, Fted, > 7= 1pr !,
B!
I =1pr! = or ,
b~ (th) ™!
Welky kyy ... k)] = 2 ¢ ki ko, ... ,k]]+ =A(p),

If Jelki,ky, ... ki)™, 3ted, 32 =1p"1",
tpt!
P =1prr! = or ,
thp(th)™!
Pelky, k.. k)t = A().

Then the solution set of x” € A(f) in A,,is [k, k»,. ... ki]".
(2) Assume f* = (f or y = bpb~" for some b € A,)), and let

Jelkiks,....ki]. Then either A€k ks, ...,k]" or
;»E[kl,kz,...,kl]i.
If Jelky, kay ... k)™, 3ted, > 4= 1pr !,
B!
W =1pt = or ,
thp(th)™"
;f’G[kl,kz, .. .7k1}+ = A(ﬁ) = ;»p ¢ [kl,kz, e 7k/]i,
If Jelki ke, ... k), Fted, 3 A=t~
!

=1t = or ,

thfp ' (1b) !
Nelky kyy ... k)] = 2 ¢ A(B).
Then the solution set of x"eA(f) in A, is
(ki k.. k] "

Remark 1.27. If there is no solution for x” €[k;], for some
1 <i <[ then there exists no solution for x” € [ky,k», ..., kj].

Lemma 1.28. Let A(f}) be the conjugacy class of  in A,,
14 >n¢0, and fe [k ks, ... k] OH, where [k, ks, ... k] #
[1,3,7] is a class of S,. If p is a prime number such that p| ki,

for some i, then no solution of x" € A(f) in A,.

Proof. Since fe A, NHN[ky,ky, ... k], [ki,ks,...,kj] splits
into two classes [kj,ko,....,k]" of A, Since A(f) =
lki.ks,....k]" and plk, then by Taban (2007, lemma 3.1)
we have no solution for x” € [k;] in S,. Then no solution for
X € [ky,ky,. .., kj] in. So no solution for x” e A(f) in 4,,.

Lemma 1.29. Let A(f) be the conjugacy class of ff in A,,
14 > né¢0,and pe [k ks, ... k]NH, where [k ks, ... k] #
[1,3,7] is a class of S, P is a prime number, is a positive integer.
If for some 1 < i< 1 such that pl k;, then we have no solution of
X" eAp) in A,

Proof. Since fe A, N HN[ky,ky, ... k], [ki,ks, ... k] splits
into two classes [ki,ka,...,k]T of A, Since A(f) =
lky, ks, ... k] and p| k;, then by Taban (2007, lemma 3.12)
we have no solution for x"¢[k;] in S,. So no solution for
X" ek, ka, ... ki) in S,. Then no solution for x’"e¢A(f) in A,,.

Definition 1.30. Let fe[9] of Sy, where = (ay,as,as,a4,as,
ag, as,ds,ay). We define class [9]" of 49 by A(p) = [9]" =
{ue9 u = tpr~"; for some ¢ € Ao}.
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Remark 1.31
() (917" = [9] — A(B) = {uwe 9] u#tp 1"; for all t edo}.
(11) L_Ct ﬂ € [9] Of Sg where [f = ((11, a%, as,dy,ds,dg,d7, dg, (19),

B = (a1, a2, a3,a4,as,a,a7,a3) = (ar,as,a, ay,as, as,
as,as,as) and d is a positive integer we have:

1) p'=p < d=1 (mod 9)
Q) pl=p < d=2(mod9)
(3) p'=p < d=4mod9)
4) p'=p"' < d=5 (mod9)
(5) pl=p" < d=7 (mod 9)
(6) pl=p! <= d=8 (mod 9)

(i) (1) AB)=AB"), AB) = AB"), AB)=A(F")
[Since for each 4 € [9]™ in Ao, where A = (b}, b»,
b3,b4,bs,be, b7, b, bo), 3u = (b1,by) (b2, b7)
(b3, bg) (ba,bs) € Ay such that piu~' = 27

(2) A(B) = A(P) since It = (a3, ag) (ay.as, az, s, s, az)
€ Ao such that 1! = p.

34" = A(P) since 3t = (0%309) (ay,ag,a7,az,as,
as) € Ay such that ¢! /f_

Theorem 1.32. Let € [9] of So. If d is a positive integer such
that ged(d,9) = 1, then the solutions of xeA(B) in Ay are A(p).

Proof. Since f € [9] N H N Ay, [9] splits into two classes A(f) &
[9]" of 4y and ged(d,9) = 1, then d does not divide 9. Then by
Taban (2007, lemma 3.2), the solution set of x?€[9] in S,
is [9]. For each Z2€[9] we have o€ A(f) or o ¢ A(B). If,
o€ A(f) we have A’:ﬁ(/{ conjugate to f§ in Ay) = /1”:[)’”.

How-ever, ﬁ"%ﬁ = /ld"&'ﬁ = e A(p). If o ¢ A(p), assume

ite Ap) :>)f’;/3 But b’ = i p' = i =, (which
isa contradlctlon) Then the solution of in Ag 1s A(p).

Definition 1.33. Let f =1941¢€[1,3,7] of S;;, where
y = (b1,bs,b3), 4 = (ay,a»,a3,a4,as,a6,a7). We define classes
[1,3,7]F of 4, by:

APB) = (13,77 = {nell.3, 7 u=1tpt";
teAn}wdA$)=D3JT={u€UJJHM=I?”Lﬁr

# _ _
some t € Ay} where =y and A = (a1, a4, a7, a3, as, az,as).

for some

Remark 1.34

(i) Let B=74€[l,3,7] of Sy where y = (by,bs,b3),
i = (a17a25a37a47a57a67a7)7 j':(al7a4>a77a37a67aZ7a5)7
A= (ay,as,as,a7,a,a4,a5), and d is a positive integer
number. We have:

(1) p'=p < d=1 (mod 21)

®) ﬂd = y-u <= d =2 (mod 21)
3) B =i~ <= d =4 (mod 21)
) B =917 = d=5 (mod 21)
5) Bl =7y = d=8 (mod 21)
(6) B =yl <= d =10 (mod 21)
) B =97"17"1 <= d=11 (mod 21)
®) d = 9)! = d=13 (mod 21)
©) B! =92 < d=16 (mod 21)
(10) B! =971l < d=17 (mod 21)
1) B =i~ < d =19 (mod 21)
(12) = p' —= d=20 (mod 21)

(i) () A(B) = A(F), A7) = AGE), AGE) =
AG13), AG 3 = AG), AG'2) = AGE), AG7) =
A(y~'271) [Since for each § = y4 €[1,3,7] in A, where
y = (b1,b2,b3), 4 = (ay,as,a3,a4,as,a¢,a7), Ip = (b1, b3)
(a2, a7) (a3, a6) (as,as) € Ayy such that piu=' = i7"].

(2) A(B) = A(y7'2) [since 3t = (hy,b3) (a1,a4,as,a3,az,
ag) € Ay such that ¢! =y~1))].

(3) A(p) = A(yA) [since 3 t = (ay,a3,a4) (a7,a6,a2) € Ay
such that #8t! = 7).

(4) A(pA~") = A(y7) [since 31 =
Ay, such that tyi~ lt* =]

(5) A(y27") = A(y") [since 3t =
Ay such that 27 " = y171].

(a1, a4,a5) (as,as,ae) €

(a1, a¢,as) (az, a3, a7) €

Theorem 1.35. Let L={m e N|m=gq (mod 21); for some
qg=1,4,516,17,20}. If d is a positive integer such that
ged(d,3) =1 & ged(d,7) =1 and p€ [1,3,7] of Sy, then
the solutions of x! € A(B) in A;; are:

(1) A(B) ifde L.

#
(2) AB) if d ¢ L.

Proof. Since [LE [1,3,71Nn HN Ay, [1,3,7] splits into two clas-
ses A(f) & A(P) of Ay, ged(d,3) = 1 and ged(d,7) = 1, then d
does not divide 3 and d does not divide 7. ”l;%hen by Taban
(2007, lemma 2.8) we have [1, 3, Q A(B) U A(P) as a solution
set#of x1€[1,3,7] = A(B) U A(p) in S” However, A(B)N
Ap) = ¢, S0 for each ne[1,3,7] = (ne€ A(p) & n ¢ A(p))
or (€ A(B) & n ¢ A()).

(1) Assume de L. If e A(f), then we have (= ff) n

An

~ 7 (since

” An

=1l~ p=nlc Ap) & nl¢ A(P). If

# An #

ne A(f), we have (m=~p).
A, An

deL)=n

# B
~ =l d(p) &nl ¢ A()
solution set of x?e A(f) in A1, is A(S).

However, =¢

conjugate to f in Aj.
del)
But 79~ m (since
Then the
(2) Assume d¢ L If mwe A(f), then we have
(m~p) = i~ [3 However, ¢ ~ 7 (since d ¢ L)=
An An 4 An 4
fﬁ:Mr eA(ﬁ) & nf ¢A(/3) If nedlf)=
11
#
~f)=>n~ But 7~ d¢ L) =
(nA”ﬁ) nA”ﬁ ut « A”n (since d¢ L) =n A”
B=n?c A(p) & n?’ ¢ . Then the solution set of
#
x? € A() in Ay, is A(B).
Definition 1.36. Let 5 € [13] of Sy3, where § = (a1, a2, a3, aq, as,
ag, ar, as, g, dio, A1, dia, di3). We define classes [13]F of 4,5 by:

APB) = [13]" = {ue[13]u = tpr’

ABF) =[13]" ={pe13]|n=

#
where 7 = (a1,a3,as,a;,a9,a11, 013,02, a4, a6, A3, 10, A1)

; for some t € A3} and

1p* 1" for some 1 € Az}

Remark 1.37. (i) Let p € [13] of S|3 where, ff; =
as, ag, @z, ag, dy, 10, a1, d12,d13)

(a1, a2, a3, a4,
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ay, as, ds, d, dy, dyy, d13, dy, A4, de, dg, dio, d12

ay, dg, dg, dyo, d13,ds, de, dy, d12, dy, ds, dg, dj|

(6117057 Ay, 13, Ay, dg, d12, A3, d7, A1y, Ay, dg, alo)
(a Qg, d11,ds, dg, d13, ds, Ao, 2, d7, d12, d4, 9)

ﬁs (017077013706751127“5,611170!476110761%,0!9702708

and d is a positive integer number we have:

O B! =p < d=1 (mod 13)
©)) ﬁd = f; <= d=2 (mod 13)
3) B = B, < d=3 (mod 13)
4) B’ = B3 < d=4 (mod 13)
5) B! = Py < d=5 (mod 13)
(6) B! = ps < d=6 (mod 13)
(7 B =ps' = d=7 (mod 13)
(©) B =p,! = d=8 (mod 13)
© B =B < d=9 (mod 13)
(10) B =p! <= d=10 (mod 13)
(11) B =B <= d=11 (mod 13)
(12) B! =p"' <= d=12 (mod 13)
(i) (1) A(B) = A(B™), A(By) = AB"), A(B,) = A(B"),

A(B3) = A(BS"), A(Bs) = A(By"), and A(ps) = A(S5") [Since
for each A = (b1,b2,b3,b4,b5,b6,b7,b8,b9,b10,b11,b12,b13) €
[13]7 in Ay3, 3u = (b1,b12) (szbll) (b3,b10) (b4, Do) (bs,bs)
(bg,b7) € Ao such that piu~' = 17"

(2) A(B) = A(P>) [Since It = (a2, a4,a10) (ag, a3, a7) (ay1,as,
as) (s, ag, ay>) € Ays such that (g™ = Bs.

(3) A(B) = A(Bs) [Since It = (as, as, a3, ag,az,a12) (@10, a11,
az,aS,a4,a13) S A13 such that lﬁ[_l = ﬂ3]

(4) A(B) = A(B4) [Since = (ar, a3, a6) (as,ay1,a13)
(ag, as,ai2) (s, az,a10) € Ay3 such that 17" = Ba].

(5 A(p) = A(s) [Since 3t = (aZaaéllaaIO) (ag, az, az)
(ary,as,a;3) (as,ag,a12) € A3 such that 1t = fs].
Theorem 1.38. Let L = {me Nlm=q(modi3); for some

q = 1.34.9.10.12}. If d is a positive integer number such that
ged(d 13 =1) and Be[13] of Sy,
xe A(B) in Az are:
(1) if A(B) if de L.
#
(2) if A(B) if d ¢ L.
Proof. Singe f€[13]N H N A3, [13] splits into two classes

A(p) & A(P) of A3 and since ged(d,13) = 1, d, does not
divide 13. Then by Taban (2007, lemma 3.2) we have

[13] = 4(B) UA(%) is a solution set of x?¢€ [13] = A(B)U
A(z) in Sps. A(B) N A([#i) =¢, so for each
ne[l3]= (ne A(f) & n ¢ A(}t’)) or (¢ A(B) & n € A(j[i’))

However,

(1) Assume d € L. If & € A(f), then we have A~ ﬁ (7 conju-
gate to i in A4;3). However, ndNn (smce del)=

A*l;[ié ! € A(B)&n? ¢ A(P). If neA(ﬁ), we I;éave

(nf;ﬁ'# ¥ (deL):>n~/3:>

n! € A(B) & n? ¢ A(B). Then the

x?e A(p) in A5 is A(P). . %

(2) Assume d ¢ L, if = € A(f5), then we have A p :#> T ;I; p.

|}
nd?% (since dé¢L) :>n”}?ﬁ:>n”€
13

13

But n¢~m (since
A

solution set of

However,

then the solutions of

A(E)&nd ¢Ap). If e A([#?), (n ~ [f) = n ~2 [)’ Eiut
n 7 (since d ¢ L) = ! /3:>77: eA(ﬁ)&@ e Ap).
Then the solution set of x" e A(B) in A1z is A(B).

Lemma 1.39. Let A(ff) be the conjugacy class of p in, A,,
n>14,and € [k, ks, ..., k] N H, where [k; ks, ... k] €F,
is a class of S,. If p is a prime number such that ged(p,k;) = 1,
for each i, then the solutions of x” € A(f}) are:

(1) [k ks ... k)] if pf = ([3” ory), where y is conjugate
to .
(2) [kpko .. k)]t if B = (B or y), where y is conjugate
to f5.
Proof. B € A,N HN [k, ks ....k], [ki,ks, ... k], splits into
two classes [ki,ko,....k]" of A, [kiks ... k]EF=

AP) = ki ko, k)", and  A(BY) = [ky, ks, k). So,
since ged(p,k;) = 1 for each i. Then by Taban (2007, lemma
2.8) we have for each A € [ki,k»,.... k]| = 7 €[ki, ks, ..., k].

(1) Assume 7 = (=" or 2 = bp~'b7"; for some b € A,,),
and let. A€ [ky,ks,..., k). Then either 1€ [k, ko,...,
k/]Jr or 1€ [kl,kz,. . .,k/]i.

If A€ ki, ko, . k)T, 3t d,32=1tpr!

tﬁ—l —
W =1pt = or ,
b~ (1)
P ki, kay oo ki)T = A kK, KT = A(B),
If )€k kay. .. k)", Fted,>i=1tp"r",
tpr!
=1t = or ,
thp(1h)™"
ek ka, .. k)T = A(B).
Then the solution set of x"e€ A(f) in A, is
[k, ko K.

(2) Assume f¥ = (ff ork = bPb~" for some b € A4,), and let
J.€lki,ka,....kj]. Then either €[k, ko,....k]" or
AE [kl,kz, L. ,k/]i.

If A€ ki, ko, .. ki)™, €A, >i=1tpt,

Bt
I =1pr! = or ,
thB(th)™"
ek k.. k) = AB) = X ¢ [k k. k)
If )€k koy. .. k)", Fted,>i=tp"r",
!

W =1prr! = or ,

b~ (tb) ™!
2o ki ka,. .. k] = ¢ A(B).

Then the solution set of X’ € A(f) in A4,, is [k, ko, ..., k] ™.
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Example 1.40. Let § = u/, where p = (1234 5)and 2 = (67
8910 11 12 13 14 15 16). Find the solutions of x'> € A(B) in
A](,.

Solution:

sincen = 16 > 14, f €[5, 111N H, [5,11] € F,,, ged(13,5) =
1, ged(13,11) = 1 and, 3n € A, > 17! = pwhere g3 = (1
4253)(681012141679 111315 andz = (3542) (7129
131516 11 14 10 8). Then the solution set of x'* € A(f) in 44
is [5,1177.

Lemma 1.41. Let A(f) be the conjugacy class of f in A,
n> 14, and, p € [k, ks, ..., k;] 0 H where [k;,ks,... k] €F,
is a class of. If p is a prime number such that pl k;, for some i,
then no solution of x” € A(B) in A,.

Proof. Since € 4, N HN [k, ks, ...k, [ki,ks, ..., k], splits
into two classes [ky,ka,....k]" of A, and [ky,k»,....k] € F=
A(P) = [ki,ka, ..., kj]. Also, since, then by Taban (2007, lemma
3.1) we have no solution for x”€[k;] in S,,. Then no solution for
in S,,. So no solution for x” € A(f) in 4,,.

Lemma 1.42. Let A(f) be the conjugacy class of [ in A,,
n>14,and € [k, ks, ... . k)] O H, where [k;,k,... k] €F,
is a class of S,, p is a prime number, m is a positive integer. If
for some (1<i<l) such that plk; then no solution of

m

X" e A(P) in A,

Proof. Since ﬁ S A,, NHN [kl,kz, .. .,k]], [kl,kz, S ,k]] SplitS
into two classes [ky,k»,...,k]" of A, and [k, ks, ... k] € F=
AB) = [ki,ka,....k]". Also, since plk; then by Taban
(2007, lemma 3.12) we have no solution for x*" € [k;] in S,,.
Then no solution for ¥’ € [ky, ks, ...,k in S,, so no solution
for " € A(P) in A,.

The number of solution

If B is an even permutation and f§ € C*(f) N H, where C*(f}) is a
class of fin S, we have C*(f) splits into two classes C*()* of
equal order = A(f) = C*(B)" or C*(B)~, where A(f) is a class
of Bin A,. If C*(f)" or C*(f)” is a solution in A4,, of any class
equation in 4,,, then the number of solutions is the number of
all the elements that belong to the class C*(f)* or C*(f) .
However, | C*(f)" |=| C*(f)” |= M. So the number of the
solutions for the class equation x? = § in 4,, is only %

Example 1.43. Find the solutions of x” € 4(234) in A, and the
number of the solutions

(1) if p = 13.
i) if p = 17.
Solution:

n=4=p4=2 3 4) €[1,3].
[1,3]c H= p €[1,3]n H. Now we show that:

However,

(1) If p = 13, then we have gcd(13,3) = 1, ged(13,1) = 1,
and (2 3 4)'* = (2 3 4). Then by (1.12) the solution of
x13 € A(234)in A4is[1,3]" and the number of the solu-

fon g 31— 4 ati - _
tion is 5+ = i = 4 permutations, where [1,3]” = {(1 3

2),(234),(143),(124)}.

(ii) If p = 17, then we have gcd(17,3) = 1, ged(17,1) = 1,
and 23 4)'7 = (4 32) =(234)"". Then by (1.12) the
solution of x'" € € 4(2 3 4)in A4is[1,3]” and the num-

ber of the solution is H12—3” = % = 4 permutations, where

[1,3]7 = {(123),(243),(1 34),(1 42)}.

Example 1.44. Find the solutions of x'° € 4(f) in 4, and the
number of the solutions where f = (2413 576).

Solution:

n=T7=f=2 4 1 3 5 7 6)e[7. However,
[McH=pc[7]N H. Assume p = 3, and ¢ = 5, we have
gcd(3,7) = 1 ged(5,7) = 1, and p'° = . Then by (1.15) the
solution set of x'° € A(f) in 47 is [7]" = A(p) and the number
of the solutions is 27—;7 = 360 permutations.

Example 1.45. Find the solutions of x'* € A((4 13) (2675 8))
in Ag and the number of the solutions.

Solution:

n=8=f=413)26758)ec3,5]. However, [3,5]c
H= pec[3,5]N H. Let p = 14, then we have ged(11,3) = 1,
ged(11,5) =1, and ' = (143)85762) = p~'. Then by
(1.12) the solution of x'* € 4((413)(26758))in Agis[3, 5] and

8!

the number of the solution is 57 =

= 1344 permutations.

2. Conclusions

By the Cayley’s theorem: Every finite group G is isomorphic to
a subgroup of the symmetric group S,, for some n > 1. Then
we can discuss these propositions. Let x? = g be class equa-
tion in finite group G and assume that f:G = A4,, for some
n¢ 0 and f(g) € HN C”. The first question we are concerned
with is: what is the possible value of d provided that there is
no solution for x* = g in G? The second question we are con-
cerned with is: what is the possible value of d provided that
there is a solution for x? = g in G? and then we can find the
solution and the number of the solution for x? = g in G by
using Cayley’s theorem and our theorems in this paper.
In another direction, let G be a finite group, and
7{G) = {g € Gli the least positive integer number satisfying
g =1} If | n(G) = k;, then we write 7,(G) = {g,1,8n,- -,
gu.}» and [[ = {m(G)},5,. For each g€ G and g; € n(G) we
have (ggi/gfl)[ = 1. By the Cayley’s theorem we can suppose
that (f: G=S,) or (f: G = 4,,). Also the questions can be sum-
marized as follows:

(1) Is [T = {m:(G)},, collection set of conjugacy classes of
G?

(2) Is there some i > 1, such that /~'(C*) = n(G), for each
C*of A4, where (f: G= A4,)?

(3) Is there some i > 1, such that /~'(C*) = n(G), for each
C%f S, where (f: G=S,)?

(4) If (G=S,) and p(n) is the number of partitions of n, is
[T |= p(n)?

(5) If (G=4,) and A, has m ambivalent conjugacy classes.
It is true that is also necessarily G has m ambivalent con-
jugacy classes?
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